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In general, small and medium-scale enterprises (SMEs) face problesmof un-
predictable IT service demand and infrastructure cost. Thus, theenterprises
strive towards an IT delivery model which is both dynamic and exible, and
able to be easily aligned with their constantly changing business neks. In
this context, Cloud computing has emerged as new approach allowing anyone
to quickly provision a large IT infrastructure that can be completely cus-
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tomized to the user's needs on a pay-per-use basis. This paradigm apenew
perspectives on the way in which enterprises' IT needs are managedhus,
a growing number of enterprises are out-sourcing a signi cant peragtage of
their infrastructure to Clouds.

However from the SMEs perspective, there is still a barrier to Cbud adop-
tion, being the need of integrating current internal infrastructu re with Clouds.
They need strategies for growing IT infrastructure from inside and ®lectively
migrate IT services to external Clouds in a way that enterprises bee t from
both Cloud infrastructure's exibility and agility as well as lower ¢ osts.

In this chapter, we present how to pro tably use Cloud computing tech-
nology by using Aneka, which is a middleware platform for deploying and
managing the executions of applications on di erent Clouds. This chapte
also presents public resource provisioning policies for dynamidgl extending
the enterprise IT infrastructure to evaluate the bene t of using public Cloud
services. This technique of extending capabilities of enterpse resources by
leasing public Cloud capabilities is also known as Cloud bursting. Tl poli-
cies rely on a dynamic pool of external resources hired from commercisaS
providers in order to meet peak demand requirements. To save on ting costs,
hired resources are released when they are no longer required. Thestribed
policies vary in the threshold used to decide when to hire and wherto re-
lease; the threshold metrics investigated are queue length, queuane as well
as a combination of these. Results demonstrating that simple threshdls can
provide an improvement to the peak queue times, hence keepinghé system
performance acceptable during peaks in demand.

1.1 Introduction

Recently there has been a growing interest in moving infrastruture, software
applications and hosting of services from in-house server rooms to extnal
providers. This way of making IT resources available, known as Clouccom-
puting, opens new opportunities to small, medium, and large sized congmies.
It is not necessary any more to bear considerable costs for maintaining #
IT infrastructures or to plan for peak demand, but infrastructure and appli-
cations can scale elastically according to the business needs at a reaabte
price. The possibility of instantly reacting to the demand of customers with-
out long term infrastructure planning is one of the most appealing featues
of Cloud computing and it has been a key factor in making this trend popu-
lar among technology and business practitioners. As a result of this groimg
interest, the major players in the IT playground such as Google, Amazon
Microsoft, Oracle, and Yahoo, have started o ering Cloud computing base
solutions that cover the entire IT computing stack, from hardware to appli-
cations and services. These o erings have quickly become popular aned to
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the establishment of the concept of the \Public Cloud", which represents a
publicly accessible distributed system hosting the executionof applications
and providing services billed on a pay-per-use basis.

Because Cloud computing is built on a massively scalable shared infras
tructure, Cloud suppliers can in theory quickly provide the capadty required
for very large applications without long lead times. Purchasers of Infraguc-
ture as a Service (laaS) capacity can run applications on a variety of virtal
machines (VMs), with exibility in how the VMs are con gured. Some Cl oud
computing service providers have developed their own ecosysteof services
and service providers that can make the development and deploymentf ser-
vices easier and faster. Adding SaaS capacity can be as easy as getting an
account on a supplier's website. Cloud computing is also appealing vén we
need to quickly add computing capacity to handle a temporary surge in e-
quirements. Rather than building additional infrastructure, Clou d computing
could in principle be used to provide on-demand capacity when neetl. Thus,
the relatively low upfront cost of laaS and PaaS services, including VMs
storage, and data transmission, can be attractive. Especially for addressg
tactical, transient requirements such as unanticipated workload spkes. An ad-
ditional advantage is that businesses pay only for the resources resead; there
is no need for capital expenditure on servers or other hardware.

However, despite these benets, it has become evident that a solign
built on outsourcing the entire IT infrastructure to third partie s would not
be applicable in many cases. On the one hand, enterprise applications er
often faced with stringent requirements in terms of performance, dlay, and
service uptime. On the other hand, little is known about the performance of
applications in the Cloud, the response time variation induced by netvork
latency, and the scale of applications suited for deployment; espeally when
there are mission critical operations to be performed and security @ncerns
to consider. Moreover, with the public Cloud distributed anywhere on the
planet, legal issues arise and they simply make it di cult to rely on a virtual
public infrastructure for some IT operation. In addition, enterpris es already
have their own IT infrastructures, which they have been usingso far.

In spite of this, the distinctive feature of Cloud computing still remains
appealing to host part of applications on in-house infrastructure and othes
can be outsourced. In other words, external Clouds will play a signi @nt role
in delivering conventional enterprise compute needs, but the iternal Cloud
is expected to remain a critical part of the IT infrastructure for th e foresee-
able future. Key di erentiating applications may never move completely out
of the enterprise because of their mission-critical or businessessitive nature.
Such infrastructure is also called a hybrid Cloud which is formed ly com-
bining both private and public Clouds whenever private/local resources are
overloaded. The notion of hybrid Clouds that extend the capabilities of en-
terprise infrastructure by leasing extra capabilities from public Clouds is also
known as Cloud bursting.

For this vision to be achieved, however, both software middleware and
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scheduling policies supporting provisioning of resources from batlocal in-
frastructures and public Clouds are required. So that applications an au-
tomatically and transparently expand into public virtual infrastruc tures. The
software middleware should o er enterprises exibility in decision making that
can enable them to nd the right balance between privacy consideratiors, per-
formance and cost savings. Thus, in this chapter we rst describe tle archi-
tecture of a Cloud middleware called Aneka, which is a software platfornfor
building and managing a wide range of distributed systems. It allows aplica-
tions to use resources provisioned from di erent sources, such agipate and
public laaS Clouds. Such a hybrid system built with resources froma vari-
ety of sources are managed transparently by Aneka. Therefore, this platfon
is able to address the requirements to enable execution of computatensive
applications in hybrid Clouds.

In summary, in this chapter, we will present the architecture of the Aneka
middleware for building hybrid Clouds by dynamically growing the number of
resources during periods of peak demand. We will then propose and evalte
three scheduling approaches to manage the external pool of resourcesdan
achieve cost bene ts for enterprises.

1.2 Aneka

Aneka [12] is a software platform and a framework for developing distribued
applications in the Cloud harnessing the computing resources of a hetoge-
neous network. It can utilise a mix of resources such as workstations]usters,
grids and servers in an on demand manner. Aneka implements a Platform as
a Service model, providing developers with APIs for transparenty exploiting
multiple physical and virtual resources in parallel. In Aneka, application logic
is expressed with a variety of programming abstractions and a runtime e-
vironment on top of which applications are deployed and executed. Sysm
administrators leverage a collection of tools to monitor and control the Anela
Cloud, which can consist of both company internal (virtual) machines as vell
as resources form external laaS providers.

The core feature of the framework is its service oriented architectre that
allows customization of each Aneka Cloud according to the requirementsf
users and applications. Services are also the extension point of thefmastruc-
ture: by means of services it is possible to integrate new functionéles and to
replace existing ones with di erent implementations. In this section we brie y
describe the architecture and categorize the fundamental servicethat build
the infrastructure.

Figure 1.1 provides a layered view of the framework. Aneka provides
runtime environment for executing applications by leveraging the underly-
ing infrastructure of the Cloud. Developers express distributel applications
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FIGURE 1.1
The Aneka Framework
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by using the APIs contained in the Software Development Kit (SDK). Such
applications are executed on the Aneka Cloud, consisting of a collectioof
worker nodes hosting the Aneka Container. The Container is the core bild-
ing block of the middleware and can host a number of services. Thesadlude
the runtime environments for the di erent programming models as wdl as
middleware services. Administrators can con gure which services a present
in the Aneka Cloud. Using such services for the core functionality povides an
extendible and customisable environment. There are three classex services
that characterize the Container:

Execution Services: these services are responsible for scheduling and exe-
cuting applications. Each programming model supported by Aneka de nes
specialized implementations of these services for managing the exgion
of a work unit de ned in the model.

Foundation Services: these services are the core management services of
the Aneka Container. They are in charge of metering applications, allo-
cating resources for execution, managing the collection of available ned,
and keeping the services registry updated.

Fabric Services: these services constitute the lowest level of the services
stack of Aneka and provide access to the resources managed by the Cloud.
An important service in this layer is the Resource Provisioning Sevice,
which enables horizontal scaling (e.g, increase and decrease in thember
of VMs) in the Cloud. Resource provisioning makes Aneka elastic and
allows it to grow and shrink dynamically to meet the QoS requirement of
applications

The Container relies on a Platform Abstraction Layer that interfaces with
the underlying host, whether this is a physical or a virtualized resources.
This makes the Container portable over di erent platforms that featur e an
implementation of the ECMA 335 (Common Language Infrastructure) spec-
i cation. Two well known environments that implement such a standard are
the Microsoft .NET framework and the Mono open source .NET framework.

1.3 Hybrid Cloud Deployment Using Aneka

Hybrid deployments constitute one of the most common deployment sagar-
ios of Aneka [13]. In many cases, there is an existing computing infrasticture
that can be leveraged to address the computing needs of applications.hls
infrastructure will constitute the static deployment of Aneka th at can be elas-
tically scaled on demand when additional resources are required. An owgew
of such a deployment is presented in Figure 1.2.
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FIGURE 1.2
Aneka Hybrid Cloud
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