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ABSTRACT

The advantages of composing and delivering software applications in the Cloud-Based Software as a Service (SaaS) model are offering cost-effective solutions with minimal resource management. However, several functionally-equivalent web services with diverse Quality of Service (QoS) values have emerged in the SaaS cloud, and the tenant-specific requirements tend to lead the difficulties to select the suitable web services for composing the software application. Moreover, given the changing workloads from the tenants, it is not uncommon for a service composition running in the multi-tenant SaaS cloud to encounter under-utilisation and over-utilisation on the component services that affects the service revenue and violates the service level agreement respectively. All those bring challenging decision-making tasks: (i) when to recompose the composite service? (ii) how to select component services for the composition that maximise the service utility over time? at the same time, the low operation cost of the service composition is desirable in the SaaS cloud. In this context, this thesis contributes an economic-driven service composition framework to address the above challenges. The framework takes advantage of the principal of technical debt- a well-known software engineering concept, evolutionary algorithm and time-series forecasting method to predictively handle the service provider constraints and SaaS dynamics for creating added value in the service composition. We emulate the SaaS environment setting for conducting several experiments using an e-commerce system, realistic datasets and workload trace. Further, we evaluate the framework by comparing it with other state-of-the-art approaches based on diverse quality metrics.
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CHAPTER 1

INTRODUCTION

1.1 Overview

The growing popularity of cloud-based service models, mainly Software as a Service (SaaS) has emerged as a standard model for delivering software application [1]. In such a model, service composition is a promising technique for building a software application by composing multiple existing web services [2]. The resulting software application, namely composite service, is often deployed in the cloud, forming the basics of modern SaaS cloud. A pronounced benefit of deploying composite service in the SaaS cloud is the realisation of multi-tenancy, in which a single application instance can serve several tenants\(^1\) simultaneously [3]. On the other hand, the SaaS provider has its own optimisation goals for delivering software application in the SaaS cloud [4]. For example, Salesforce [5] provides a Sales CRM (Customer Relationship Management) service in the cloud market. Further, Salesforce keeps the good reputation of Sales CRM service in the cloud market by delivering better application performance and ensuring the minimum Service Level Agreement (SLA) violations, at the same time, they want to maximise the service revenue at a lower operation cost (e.g., infrastructure execution cost). However, uncertainty is the common property in the dynamic environment like SaaS cloud. In particular, uncertainty in the request workload generated by the tenants may affect the composite service

\(^1\)Tenants denote the end-users in the SaaS cloud.
performance; because of each participating component service\(^2\) in the composition has a different capacity to process \(n\) requests per seconds [6]. More importantly, it may cause the problem of under-utilisation or over-utilisation on the component service with respect to their capacities. Consequently, the increasing workload can rise the over-utilisation for the component services within a composite service, which in turns, would negatively affect the Quality of Service (QoS) and violates the SLA [3]. On the other hand, the decreasing workload may lead to under-utilisation of the capacity of component services, reducing the revenue that should have been achieved as the infrastructural resources also impose a monetary cost. All those bring challenging tasks: (i) when to recompose the composite service? (ii) how to select component services for the composition that maximise the service utility over time? at the same time, the low operation cost of the service composition is desirable in the SaaS cloud.

In this thesis, we address the above challenges by taking advantage of technical debt metaphor [7, 8, 9] that supports an economic-driven decision on the selection and (re)composition of composite service in the SaaS cloud. In particular, we argue that the technical debt could be the consequences of taking imperfect or poorly justified run-time service recomposition decisions. Further, in the SaaS cloud environment, the utilisation of component services participating in composite service execution may be sub-optimal due to significant up and drop in the requests workload generated by tenants. The sub-optimal service composition leads the debt to provide higher capacity service than the tenant’s service demand. Consequently, the operating cost may outweigh the service revenue. Furthermore, under-/over utilisation of component service may incur interest over the debt. For example, over-utilisation of service capacity leads the SLA violation and the penalty cost against the response time violation can be count as interest over the technical debt. Additionally, the interest makes the negative impact on the service utility and continuously grow over the technical debt for a given service execution time. Therefore, we view the technical debt as a time-sensitive moving target that needs to be

\(^2\)Component service denotes the individual web service in the service composition.
dynamically monitored to estimate the incurred debt and its nature (good or bad) over service execution. The estimated cost of technical debt facilitates to optimise the present service utility by making a proactive decision on whether to keep the current service composition plan or recompose the new composite service. Previous work by Alzaghoul and Bahsoon [10] has exploited the technical debt metaphor in the design-time service selection, where they used real options and technical debt analysis to justify the added value of a selected service from the cloud marketplace. Though run-time composition and recomposition are critical decisions, which should be judged from added values, technical debt and economics perspectives, this work is fundamentally different: (i) We focus on the problem of composition and recomposition at run-time; (ii) We use run-time and predictive learning techniques to (re)compose the service in the SaaS cloud.

1.2 Problem Statement

The development of modern software delivery systems (e.g., SaaS cloud) for providing composite software application over the Internet has many benefits and service quality risks. The former implies that the SaaS cloud offers cost-effective solutions by supporting the multi-tenancy system architecture, in which a single application instance service the many users simultaneously [4, 11]. The latter indicates that the dynamic nature of the SaaS cloud tends to lead the uncertainty in an operating environment and the composite service running under such operating environment always has some risks, e.g., performance, scalability, delayed latency, service availability and SLA violation [6, 12, 13]. In this environment, composing and deploying a composite application is more complicated than a traditional service composition environment, for example, it is common in the SaaS cloud; several tenants may demand a diverse functional and QoS requirements for the same service [5]. But, most of the current service composition approaches are designed to optimise the service composition plan for a single end-user system [4]. However, these approaches have their own limitations and would not be efficient for emerging comput-
ing paradigms such as SaaS cloud. To deal with the multi-tenants requirements, He et al. [4] presented an approach that optimises different QoS of service execution plans (with similar functionalities) for all the tenants in the SaaS cloud. However, these approaches tend to ignore the fact that multi-tenant execution environment needs to provide variant service execution plans, each offering a customised plan for the given tenants with its functionality, QoS and cost constraints.

Moreover, uncertainties may arise in the operating environment from the dynamic changing workload generated by tenants on the composite application in the SaaS cloud [6]. Consequently, the composite application encounters the under-utilisation and over-utilisation on the component services that affect the service revenue and violates the SLA. In fact, both cases are undesirable, and it is, therefore, nature to mitigate them by recomposing the services to a newly optimised composition plan once they have been detected. The current recomposition approaches were triggered in the response of QoS constraints violation or component service failure during the execution [14, 15, 16, 17]. These approaches also partially support the SaaS provider optimisation goals (e.g., maintaining QoS constraints) without considering other essential objectives (e.g., maximise the service revenue and minimise an operating cost). However, they ignored the fact that temporary effects can merely cause under-/over-utilisation, and thus the advantages may be short-term, which hinders the long-term benefits that could have been created by the original composition plan while generating unnecessary overhead and disturbance via recomposition.

In this context, this thesis aims to address the stated limitations and the value-added facts in the composition that are ignored in the existing work. We address the following problems driven by the existing research works.

- **Problem 1**: The limited support of economic-driven perspective in the service composition in SaaS cloud.

- **Problem 2**: The limited support to process different service composition plans for the tenants with varied functional, QoS and cost constraints.
• **Problem 3** : The lack of runtime economic-driven decision approach that can dynamically and predicatively track the value-added benefits in the service composition, while composite service encounters the under/over-utilisation on the component services.

• **Problem 4** : The lack of strictness of soft and hard constraints on the different levels of service composition and the limited support of long-term based economic-driven service selection in the dynamic service composition.

### 1.3 Research Questions

In this thesis, we address the following research questions

• **RQ1** : Reviewing state-of-the-art service composition approach and identifying the research gaps in the area of economic-driven service composition in the SaaS cloud – What is the state-of-the-art service composition approaches with a particular interest in economic aspects? What are the pending research challenges in an economic-driven service composition in the SaaS cloud?

• **RQ2** : Realising diverse functional and QoS requirements from the tenants in the SaaS cloud – How can we leverage an evolutionary algorithm to support dynamic optimisation of multi-tenant service compositions in the SaaS Cloud?

• **RQ3** : Realising economic-driven service recomposition decisions in the changing workload from the tenants in the SaaS cloud – How can we leverage the technical debt metaphor to support an economic-driven decision for dynamic service recomposition in SaaS Cloud? How can the use of predictive analytics of workload improve the decision making and evaluates the service debt?

• **RQ4** : Realising strictness of soft and hard constraints on the different levels of service composition – How can a debt-aware two-levels constraints reasoning of a
service selection create the long-term values in the self-adaptive service composition in the SaaS cloud?

1.4 Research Methodology

To address the above research questions, in this thesis, we adopt the classical research methodology presented by Peffers et al. [18]. The following steps were carried out to lead our research in this thesis.

- **Identifying the thesis problem**: The first step is to get better knowledge of the dynamic service composition, particularly economic-driven perspective in the SaaS cloud environments. For this purpose, we conducted a systematic literature review that helped to gain a good understanding of the field and guided us to identify the room for improvement in the current state-of-the-art service composition approach. Further, based on the understanding of the problem domain and the key findings, the problem of this thesis is identified and formulated in the form of the research questions.

- **Identifying the thesis objective**: Based on the identified problems, the next step is to define the objective of its solution. We formulated these objectives in the form of Research Questions in the Section 1.3.

- **Design and Development**: A review study is conducted for service composition with the particular focus of an economic-driven perspective in the SaaS cloud. Based on the results obtained from the survey, we are in the position to identify the inadequacies of the service composition research in the SaaS cloud, specifically, for evaluating the run-time decision of service composition/recomposition. In this regard, we adopt an evolutionary algorithm and technical debt metaphor for optimising multi-tenant service composition and contributing economic-driven decision approach respectively in the SaaS cloud. In particular, technical debt metaphor
facilitates to identify, estimate and monitor the good and bad values (e.g., added values or impacts) in the service composition. We developed the debt-aware middleware framework that introduces technical debt as a novel metric for analysing the composite service execution in the SaaS cloud environment.

- **Demonstration**: We implement an economic-driven framework for service composition in SaaS cloud. In particular, to emulate an environment of SaaS cloud, we deployed 100 web services over 10 Docker containers and each web service exhibits the different QoS which is associated with real-world WSDream dataset [19]. We developed an e-commerce system which is formed as service composition. Further, the e-commerce system is executed under the real-world requests workload collected from the FIFA 98 World Cup trace [20] and a time-series forecasting method named Autoregressive Fractionally Integrated Moving Average model (ARFIMA) [21] is employed for predicting the workload on the service composition.

- **Evaluation**: The proposed approach is quantitatively evaluated by comparing with other state-of-the-art approach based on diverse quality metrics. We used diverse metrics which are specific to individual contribution in this thesis. Particularly, these metrics include the running overhead, aggregated utility, operating cost, accumulated debt, global utilization and latency for comparing the performance of the approaches.

### 1.5 Thesis Contributions

The research presented in this thesis shows the significant contributions in the area of service composition, specifically in the multi-tenant SaaS cloud environment. In particular, the main contribution of this thesis is to present an economic-driven framework for service composition in the SaaS cloud. Notably, this thesis presents the following research contributions.
1. **Systematic Literature Review on Service Composition**: We conduct a systematic literature review that provides a better understanding of the state-of-the-art of service composition approach. Further, we present a classification framework of existing service composition approaches based on the service quality factors and also discuss the techniques and algorithms taken by these approaches. We identify the research gap in current service composition approaches that allows us to address the research gap in the form of thesis research questions.

2. **Optimisation of Multi-Tenant Service Compositions in SaaS Cloud**: We formulate the multi-tenant service composition as an optimisation problem. In particular, we present a new encoding representation that model the service selection and composition as an evolutionary optimisation. For this, we adopted an evolutionary algorithm as the driver for optimising different service composition plans for the tenants they have varied functional and QoS requirements in the SaaS cloud.

3. **Technical Debt-Aware Service Recomposition in SaaS Cloud**: We propose a new concept and model, namely service debt that explicitly maps the technical debt metaphor in the context of service composition. The proposed service debt model enhanced by the time-series prediction method that allows us to build a utility model for identifying and estimating the debt in the service composition. Overall, we combined all components and developed a holistic debt-aware framework for recomposing service in SaaS cloud, namely DebtCom. Particularly, the DebtCom framework is capable of making an economic-driven decision on whether to trigger recomposition or not, considering the long-term benefits.

4. **Self-Adapting Service Composition with Debt-Aware Two Level Constraints Reasoning**: We present a Debt-Aware Two Levels Constraint reasoning for Self-adapting service Composition (DATESSO) framework that leverages debt-aware two level constraints reasoning for self-adapting service composition. Instead of formalising the constraints at both local and global as hard ones, we refine the
global constraints as the soft one. This has enabled us to tailor the reasoning process in self-adaptation and mitigate over-optimism. Specifically, we design an efficient two level-constraint reasoning algorithm in DATESSO that is debt-aware and utilises the different strictness of the two level constraints to reduce the search space.

1.6 Publications

The following research papers [6, 22, 23, 24, 25] are published/in-submission during PhD research. Moreover, this thesis is an absolute reference of the details discussions, formulation of ideas and core contributions presented in the following research publications.


1.7 Thesis Roadmap

Figure 1.1 illustrates the structure of the thesis roadmap as follows

- **Chapter 2**: Reviewing state-of-the-art service composition approach and identifying the research gaps in the area of economic-driven service composition in the **SaaS cloud** – In this chapter, we present a systematic literature review on the service composition and the findings derived from the study is to enable us to introduce a taxonomy of services composition approaches in the SaaS cloud. Firstly, we present the general area of service composition including web service technology and then exploring the dynamic aspects of service composition using different strategies such as QoS/SLA/Constraints/Requirements aware approaches. We then indicate the research gaps which we address in this thesis from the finding of this study. This chapter is derived from our research paper (in preparation for submission) [25].

- **Chapter 3**: Realising diverse functional and QoS requirements from the tenants in the **SaaS cloud** – In this chapter, we introduce a novel multi-tenant service composition approach. First, we model the problem as an evolutionary optimisation problem with a new encoding representation and the fitness function. We incorporate our approach in MOEA/D-STM [26] and develop an evolutionary optimisation based service composition engine. Further, MOEA/D-STM based service composition engine supports different types of users requests and optimise the service composition plan for each category of users in a multi-tenant SaaS cloud. We have also incorporated this encoding representation in NSGA-II [27] for performing the comparative study. This chapter is derived from our research work published in [23]. In particular, the aim of developing this service composition engine is to accelerate our
DebtCom framework presented in Chapter 4.

- **Chapter 4**: *Realising economic-driven service recomposition decisions in the changing workload from the tenants in the SaaS cloud* — In this chapter, we contribute to an economic-driven decision approach for dynamic service recomposition leveraging the principle of technical debt. We provide a systematic connection between technical debt and service composition and discuss some critical situations that incurred technical debt in service composition. Further, as the solution, we present technical debt-aware adaptive decision-making approach which is implemented in our proposed novel DebtCom middleware architecture. This chapter is derived from our research work published/under review in [6] [24].

- **Chapter 5**: *Realising strictness of soft and hard constraints on the different levels of service composition* — In this chapter, we first motivate the need for considering the different strictness of two-level constraints using a motivating scenario of an e-commerce system. And then, we model these constraints for monitoring the com-
posite service execution environment. Further, we develop a temporal debt-aware utility model that select the suitable component service for repairing the infeasible component services during the execution. This chapter is derived from our research work published in [22].

- Chapter 6: Reflections, future directions and conclusion remarks — In this chapter, we conduct a reflective evaluation on the each contribution of this thesis using different qualitative criteria (e.g., running overhead, performance metrics, datasets and practical deployment). Further, we discuss future research directions and summarise the main contributions of this thesis.

NOTE: The algorithms presented in this thesis are not evaluated from the theoretical computer science perspective. In particular, software engineering and service-oriented computing communities follow the experimental approach, in which an algorithm’s performance is evaluated based on the different types of datasets used. This thesis follows the experimental approach for analysing and testing our proposed algorithm’s performance under real-world datasets such as WSDream [19] and FIFA 98 World Cup Trace [20].
CHAPTER 2

A SYSTEMATIC REVIEW ON SERVICE COMPOSITION

In this chapter, we contribute a systematic literature review and taxonomy on service composition. In particular, this study aims to provide a better understanding of the field and review the state-of-the-art practices of service composition in the dynamic environment, e.g., SaaS cloud. We briefly discuss the background and the concept of technical debt metaphor, and then present this metaphor in the context of service composition. Further, we provide a classical taxonomy of the existing service composition approaches based on the service quality factors. We also discuss the limitations of current service composition approaches from an economic-driven perspective in the SaaS cloud environment. Overall, this study identifies the research gaps in the current service composition approaches and allows us to address these research gaps in the form of research questions.

2.1 Introduction

Service composition is a key technology that allows individual web services to be combined together to create a new value-added service, e.g., composite application [13]. Over the Internet, many functionally equivalent web services are available with different Quality of Service (QoS) values [28, 29]. The selection of these web services for composing a composite application is very challenging due to different QoS requirements. Further, an end-user may impose several conditions (e.g., normal QoS, hard QoS constraints, or
SLA specification) as part of the service demand in the cloud market [30, 31]. Due to such complex requirements, researchers have started to explore the service composition from different perspectives such as QoS-aware service composition, Constraint-aware service composition, SLA-aware service composition, or context-aware service composition etc. [32, 33, 34, 35, 36]. Moreover, to satisfying such complex requirements in the service composition, they transformed the service composition problem into a single-objective optimisation and multi-objective optimisation problems [2, 13, 37, 38, 31, 39, 40].

Further, deploying a composite application in a dynamic environment like SaaS cloud tends to lead many challenges, for example, composite service would inevitably operate under the dynamic changes on the workload that affects the service performance, cause constraints or SLA violations or reduce the service utility. Researchers investigated these issues; in which they proposed an adaptive service composition or composite service reconfiguration approaches [14, 30, 41, 42] in the context of QoS constraints or SLA violations, and service failure etc. They have ignored the service provider optimisation goals (e.g., less operating cost and maximum service revenue). There is a little work done in this direction [4, 10], but their approaches have not supported and taken the full advantages of the dynamic environment, e.g., SaaS cloud.

Further, to get the depth understanding of service composition and finding the current state of art issues in the field. We aim to conduct a Systematic Literature Review (SLR) that (i) provides a state-of-the-art service composition approach and a classification framework of the current service composition approaches based on the service quality factors, (ii) provide a comprehensive discussions on the techniques/methods taken by these approaches for dealing with the service quality factors in the composition, and also discuss an economic-driven perspective for service composition in the SaaS cloud, (iii) identifying the research gaps for conducting future research. Specifically, in this chapter, we address the first research question of our thesis:

**RQ1: Reviewing state-of-the-art service composition approach and identifying the research gaps in the area of economic-driven service composition in the SaaS cloud — what**
is the state-of-the-art service composition approaches with a particular interest in economic aspects and what are the pending research challenges in an economic-driven service composition in the SaaS cloud?. For making a concrete focus on each point in the research question, we further split it into following sub-research questions.

**RQ 1.1:** What are the current state-of-the-art approaches for service composition\(^1\), and what are the quality of service factors addressed in these approaches?. *This question aims to provide a classification framework of existing service composition approaches based on service quality factors (e.g., QoS, SLA, Constraints, or uncertainty etc.)*

**RQ 1.2:** What are the current techniques/methods taken by these approaches for supporting service quality factors and what is the current status of an economic-driven approach in the SaaS Cloud? *This question aims to provide an extensive discussion on the current techniques/methods that were used for implementing the service quality factors based service composition and an adoption of the SaaS-based economic-driven service composition.*

**RQ 1.3:** What are the future directions in an economic-driven service composition research, in particular SaaS cloud? *This question provides the state-of-the-art discussions and gives useful insight into how we can benefit from the existing service composition approaches to draw the motivation on the key requirements and discussing the pitfalls when applying these service composition approaches in the SaaS cloud.*

### 2.1.1 Preliminaries and Basic Concepts

#### 2.1.1.1 Web Service

Web service is a software module that supports interoperable machine-to-machine communication over the Internet through standard protocol [43]. Particularly, in the Service-Oriented Architecture (SOA), web services can be defined as a self-described, self-contained and modular unit of application that can be published, located and dynamically invoked

---

\(^1\)service composition and web service composition are used interchangeably
over the Internet for developing a web-based application [44, 45].

2.1.1.2 Service Composition

In the service-based systems, a complex application can be defined as a process of invoking the suitable web service selected at run-time [46]. In this scenario, service composition is a logical combination of multiple abstract services resulting into a single unit (e.g., software application) for performing complex requests submitted by the users in the multi-tenant SaaS cloud as shown in the Figure 2.1. An abstract service can be realised by a set of candidate component services [47, 48], each of which comes with different capacities to process $n$ requests per second. Further, when a user submits the request for a service in the SaaS cloud, the application engineer selects one suitable service from each candidate service set and optimise the service composition plan that satisfies the user’s demands.

2.1.1.3 Software as a Service (SaaS) Cloud Model

SaaS is a cloud-based software application delivery model over the Internet [49]. A service consumer can access these software applications through a web browser. In particular, SaaS cloud offers a cost-effective solution through adopting multi-tenancy system ar-
architecture, in which the single application instance simultaneously serves multiple users based on the shared resources [11, 50]. For example, deploying a composite application in the SaaS cloud takes the full advantages of multi-tenancy architecture in terms of least management of application resources, and delivering an economic-driven service to the end-users.

2.1.1.4 Technical Debt

Technical debt can be attributed to sub-optimal decisions, shortcut on decisions, and/or deferred activities that can incur extra cost/rework, if it would be carried in the future as when compared the current time [6, 51]. Technical debt metaphor was initially coined by Cunningham in 1992 to explain "Shipping first-time code is like going into debt. A little debt speeds development so long as it is paid back promptly with a rewrite. The danger occurs when the debt is not repaid. Every minute spent on not quite right code counts as interest on that debt. Entire engineering organizations can be brought to a stand-still under the debt load of an unconsolidated implementation, object-oriented or otherwise" [7]. In the recent years, software engineering community presented this metaphor and discussed its applicability to many software artifacts, covering code, requirements, architecture, testing and documentation, among the other [9, 52, 53]. The common understanding is that technical debt is the result of making technical compromises that are expedient in the short-term but that create a technical context that increases complexity and cost in the long term [54, 55]. If these technical compromises are not paid back than technical debt may be incurred and degrade the system quality or the development team productivity in the long term. By incurring technical debt is not always bad, if organization makes informed decisions or strategic reasons about to incur the debt [56]. McConnell [57] classified the term “technical debt” into intentional technical debt and unintentional technical debt. An intentional technical debt is the debt which is taken by an organization to optimise the present value in the software project rather than the future value or to make informed decisions for gaining short-term benefits. On the other hand, unintentional
technical debt can be incurred unknowingly when an organization makes non-strategic or inappropriate decisions in the software project.

2.1.1.5 Service Debt

One form of Service Debt can be attributed to sub-optimal utilisation of composite service capacity due to an imperfect decision of web services selection in the composition. We provide a systematic formulation of service debt in Chapter 4.

2.2 Systematic Literature Review Process

In this section, we describe the Systematic Literature Review (SLR) protocol that will help to develop the SLR process. Then, we conduct the SLR to compile the primary studies related to service composition based on the review criteria and objectives.

2.2.1 Review Protocol

We developed a review protocol based on the guidelines and procedure proposed by Kitchenham [58, 59]. In particular, our review protocol comprises review objective and background, research questions, search process (e.g., search terms and bibliographical resources), selection criteria (e.g., inclusion and exclusion), search execution, quality assessment and data extraction and synthesis method. We have reported the review objective, background, and research questions in the Section 2.1 and the remaining protocol procedures are explained in the subsequent sections.

2.2.2 Search Process

In the search process, we selected the primary studies that were published from 2002 to 2019. The search process could be performed either an automatic search using bibliographical resources (e.g., IEEE Xplore) or the manual search that retrieves the research articles from the specified conferences and journals in the field of study. In particular,
we used well-known research venues for conducting manual search such as IEEE ICWS, IEEE TSC, and ICSOC etc. Moreover, our search process used the following points to identify the relevant studies.

- Applying the preliminary search that aims to identify the existing systematic literature review.

- Performing trail searches with a different combinations of search terms obtained from the research questions.

- New search terms were obtained by swapping singular to plural forms or plural to singular forms.

- Conducting further trail searches that examine the related references and ensures that we have not missed any significant study.

- Applying “Quasi-Gold Standard (GGS)” [60] in the manual scan process of well-known venues (e.g., conferences and journal) recognised by the research community in the field of study.

Further, ensuring the QGS standards in our search process, we included the paper’s title, abstract and keywords in the manual search process and then conducting the manual and an automatic searches. The results obtained from both search strategies were examined based on the coverage differences. However, we observed that the manual search results were covered in the automatic results, that indicated the coverage of QGS standards.

2.2.2.1 Search Terms Selection

We identified the search terms as guided by [61] and supported the research questions. Further, the collected set of search terms were the same for all the research questions because it minimises the duplicate search terms. The search strings were constructed by considering the abbreviations, synonyms, and alternative spelling. Moreover, advanced
search strings were created by boolean AND or OR operators on the identified search terms. We have picked the most appropriate and related search terms that assist our SLR study. Therefore, five search terms were chosen; “Economic”, “Driven”, “Web Service”, “Composition”, and “Approach”. The search query was created using these five major search terms: Economic AND Driven AND Web Service AND Composition AND Approach.

Towards developing more sophisticated search queries, we identified several challenges in automatic search due to misleading of the service quality attributes in the other field of studies (e.g. network management service or mobile service quality). To mitigate these problems, we further classified the service quality requirements either end-user based requirements (e.g., QoS, SLA, and constraints) or environment-driven service quality (e.g., location, context and uncertainty etc.). Besides, the terms service selection, web service selection, and service composition were used interchangeably in the existing research.

Finally, generating the main search query, we also used these keywords by connecting boolean OR as follows.

(QoS OR SLA OR Constraint OR Constraints OR Context OR Uncertainty OR Uncertainties OR Service OR Selection) AND Economic AND Driven AND (Web Service OR Webservices) AND Composition AND Approach OR SaaS.

We conducted both the manual search and an automatic search. From these searches, we observed that the manual search is not an efficient method than automatic search because it encounters the difficulties to manually filtering thousands of the results which were retrieved in the search. But, we still accepted the manual search process to meet the quasi-gold standards that ensure the good practice of search queries in this review.

### 2.2.2.2 Selection of Bibliographical Sources

Table 2.1 provides an overview of the selected electronic databases that give confidence to covering most of the high impact journals and conference proceedings. However, these electronic databases enable us to conduct advanced search queries with a variety of search
options and constraints such as time frame constraints, boolean operations, title, keywords and author etc. We have used Google Scholar as a data source because some significant research studies were not found in the first four electronic databases. We have performed a pilot test that indicated that the first 300 results were significantly relevant to this review domain. For maintaining generality and reliability of the results, we extended the Google scholar resulting coverage up to 500 results.

2.2.3 Selection of Inclusion and Exclusion Criteria

We performed the inclusion and exclusion criteria on the peer-reviewed journals, conferences, and workshops papers published between 2002 and 2019. The reason for choosing this time frame was that the earliest notable research work in the field of service composition was published in 2004 [2]. In the following subsection, we provide a detailed discussion of applying an inclusion and exclusion criteria based on the review’s scope.

2.2.3.1 Inclusion Criteria

In this criteria, we only included the research papers published in the English languages in the peer-reviewed journals, conferences and workshops. Following points were applied for developing inclusion criteria.

- Research papers that explicitly demonstrate the service composition or service selection approaches.

<table>
<thead>
<tr>
<th>Bibliographical Source</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td><a href="https://ieeexplore.ieee.org/Xplore/home.jsp">https://ieeexplore.ieee.org/Xplore/home.jsp</a></td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td><a href="https://dl.acm.org/">https://dl.acm.org/</a></td>
</tr>
<tr>
<td>ScienceDirect</td>
<td><a href="https://www.sciencedirect.com/">https://www.sciencedirect.com/</a></td>
</tr>
<tr>
<td>SpringerLink</td>
<td><a href="https://link.springer.com/">https://link.springer.com/</a></td>
</tr>
<tr>
<td>Google Scholar</td>
<td><a href="https://scholar.google.com/">https://scholar.google.com/</a></td>
</tr>
</tbody>
</table>
Table 2.2: Number of search results from each digital databases

<table>
<thead>
<tr>
<th>Bibliographic Source</th>
<th>Search Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>2368</td>
</tr>
<tr>
<td>SpringerLink</td>
<td>1245</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>1702</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>652</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>500</td>
</tr>
</tbody>
</table>

- Research papers that explicitly provide techniques, methods, solutions and evaluations for supporting service composition.

2.2.3.2 Exclusion Criteria

In this criteria, we excluded the research papers that were either published or appeared in the books, white papers, poster session, technical report, panel report or discussion, and tutorial summary etc. Following points were applied for developing exclusion criteria.

- Research papers that did not explicitly provide techniques or approaches to facilitate the service composition.

- Non-peer-reviewed research papers.

- Research papers’ language was other than English.

- Research papers that were not available in full text.

2.2.4 Search Execution

We performed the search execution process, as shown in the Figure 2.2, follow the procedure discussed in the Section 2.2.2. In our manual search, we determined the set of 17 research articles for comparing with automated search results (e.g., quasi-gold standard). Further, we conducted an automatic search on the selected databases (Table 2.1) using search query constructed in the Section 2.2.2.1. In particular, 6467 research articles were collected through search query applied on the title, keywords, and abstract in the automated search process, as shown in the Table 2.2. In the next step, we filtered the set...
of 50 most relevant research articles in this SLR by applying an inclusion and exclusion criteria defined in the Section 2.2.3.

### 2.2.5 Quality Assessment and Data Extraction

Apart from the inclusion and exclusion criteria, we adopted the following quality assessment criteria provided [62]. We guarantee that each research article included in this review has met the following four criteria [62].

1. Research article has rigorous data analysis based on evidence or theoretical reasoning rather than non-justified or ad hoc statements.

2. Research article explains the context in which the research was carried out.

3. The design and execution of the research support the aims of the research article.
Research article contains a description of data collection methods.

The data extraction process was carried out by scanning each of the 50 research articles thoroughly, and we used the Excel spreadsheet for managing extracted data. Further, we conducted data analysis process, in which we examined the extracted data with respect to their similarities. The results discussion of this process is provided in the next section.

2.2.6 Overview of the Included Studies

2.2.6.1 An overview of the distribution of an included articles along with data sources

We included 50 research articles that were published in the leading conferences, journals and workshops in the Service-Oriented Computing (SOC) or Service Computing community and all these articles meet the quality assessment criteria that we discussed in the previous section. In the Table 2.3, we give an overview of the distribution of an included research articles with respect to their publication channels and the number of research articles included from each publication channel. Table 2.5 provides the an overview of the included research articles in this SLR. We have also plotted the publication channels along with included research articles in the Figure 2.3. The results are fairly distributed over conference, journal and workshop. Moreover, we observed that most of the articles were published in the conference (48%), followed a journal (48%) and limited articles published in the workshop (4%). However, these results reflect the maturity and active research in the field of service composition.

2.2.6.2 Citation status of included articles

In Table 2.4, we give a summary of the citation rate of the included articles in this SLR. These citation numbers were collected from the Google Scholar. The purpose of collecting this citation data is to provide a rough indication to know the research article quality, and not for making comparison study among them. In particular, 5 research articles were
Table 2.3: An overview of the distribution of research articles with publication details (e.g., Conference, Journal, and Workshop)

<table>
<thead>
<tr>
<th>Sources (Conference/Journal/Workshop)</th>
<th>No. of Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE International Conference on Web Services</td>
<td>6</td>
</tr>
<tr>
<td>IEEE Transactions on Service Computing</td>
<td>6</td>
</tr>
<tr>
<td>IEEE International Conference on Service Computing</td>
<td>5</td>
</tr>
<tr>
<td>International Conference on Service-Oriented Computing</td>
<td>3</td>
</tr>
<tr>
<td>International World Wide Web Conference</td>
<td>3</td>
</tr>
<tr>
<td>Expert System with Applications</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Transactions on Software Engineering</td>
<td>1</td>
</tr>
<tr>
<td>Service-Oriented Computing &amp; Application</td>
<td>2</td>
</tr>
<tr>
<td>IEEE Congress on Services</td>
<td>1</td>
</tr>
<tr>
<td>Journal of Systems and Software</td>
<td>2</td>
</tr>
<tr>
<td>ACM Transactions on Web</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Transactions on Systems, Man, and Cybernetics: Systems</td>
<td>2</td>
</tr>
<tr>
<td>IEEE Access</td>
<td>1</td>
</tr>
<tr>
<td>Information and Software Technology</td>
<td>2</td>
</tr>
<tr>
<td>International Semantic Web Conference</td>
<td>1</td>
</tr>
<tr>
<td>International Journal of Web and Grid Services</td>
<td>1</td>
</tr>
<tr>
<td>International Workshop on Managing Technical Debt</td>
<td>1</td>
</tr>
<tr>
<td>Computer &amp; Industrial Engineering</td>
<td>1</td>
</tr>
<tr>
<td>IEEE International Conference on Cloud Computing</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Transactions on Knowledge and Data Engineering</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Congress on Evolutionary Computation</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Transactions on Cloud Computing</td>
<td>1</td>
</tr>
<tr>
<td>Information Sciences</td>
<td>1</td>
</tr>
<tr>
<td>2012 Ninth International Conference on Information Technology-New Generations</td>
<td>1</td>
</tr>
<tr>
<td>International Workshop on Quality of Service</td>
<td>1</td>
</tr>
<tr>
<td>Information Systems and E-Business Management</td>
<td>1</td>
</tr>
<tr>
<td>2009 IEEE Conference on Commerce and Enterprise Computing</td>
<td>1</td>
</tr>
<tr>
<td>Australian Software Engineering Conference</td>
<td>1</td>
</tr>
</tbody>
</table>
cited by less than 10 other sources, and among them, most of the articles were published between 2017 and 2019. Therefore, it is expected that these articles can not get a high number of citations in such a short time span. Further, 10-50 other sources cited almost 30% of the research articles (15 articles) and 12 articles followed by 50-100 other sources. Notably, 36% of the research articles (18 articles) were cited by more than 100 other sources.

2.2.6.3 Distribution of included articles over year

Figure 2.4 provides an overview of the distribution of included articles over the year. We observed an increasing trend of the articles published in the web service composition (or web service selection) area from 2008 to 2016. In general, it shows an active research interest of the SOC community for exploring service composition in the large scale systems (e.g., cloud computing).
<table>
<thead>
<tr>
<th>Source</th>
<th>Year</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeng et al. [2]</td>
<td>2004</td>
<td>QoS-aware middleware for web services composition</td>
</tr>
<tr>
<td>Keidl et al. [63]</td>
<td>2004</td>
<td>Towards context-aware adaptable web services</td>
</tr>
<tr>
<td>Yu et al. [64]</td>
<td>2005</td>
<td>Service selection algorithms for Web services with end-to-end QoS constraints</td>
</tr>
<tr>
<td>Maamar et al. [65]</td>
<td>2005</td>
<td>Toward an agent-based and context-oriented approach for web services composition</td>
</tr>
<tr>
<td>Berbner et al. [48]</td>
<td>2006</td>
<td>Heuristics for qos-aware web service composition</td>
</tr>
<tr>
<td>Hassine et al. [7]</td>
<td>2006</td>
<td>A constraint-based approach to horizontal web service composition</td>
</tr>
<tr>
<td>Yu et al. [66]</td>
<td>2007</td>
<td>Efficient algorithms for Web services selection with end-to-end QoS constraints</td>
</tr>
<tr>
<td>Canfora et al. [15]</td>
<td>2008</td>
<td>A framework for QoS-aware binding and re-binding of composite web services</td>
</tr>
<tr>
<td>Wada et al. [67]</td>
<td>2008</td>
<td>Multiobjective optimisation of sla-aware service composition</td>
</tr>
<tr>
<td>Hwang et al. [17]</td>
<td>2008</td>
<td>Dynamic web service selection for reliable web service composition</td>
</tr>
<tr>
<td>Halima et al. [68]</td>
<td>2008</td>
<td>A qos-oriented reconfigurable middleware for self-healing web services</td>
</tr>
<tr>
<td>Xiong et al. [53]</td>
<td>2008</td>
<td>Sla-based service composition in enterprise computing</td>
</tr>
<tr>
<td>Ahnafi et al. [69]</td>
<td>2009</td>
<td>Combining global optimisation with local selection for efficient QoS-aware service composition</td>
</tr>
<tr>
<td>Huang et al. [47]</td>
<td>2009</td>
<td>An optimal QoS-based Web service selection scheme</td>
</tr>
<tr>
<td>Leitner et al. [70]</td>
<td>2009</td>
<td>Runtime prediction of service level agreement violations for composite services</td>
</tr>
<tr>
<td>Zhai et al. [41]</td>
<td>2009</td>
<td>SOA middleware support for service process reconfiguration with end-to-end QoS constraints</td>
</tr>
<tr>
<td>Kapitsaki et al. [71]</td>
<td>2009</td>
<td>Model-driven development of composite context-aware web applications</td>
</tr>
<tr>
<td>Lin et al. [72]</td>
<td>2009</td>
<td>An efficient approach for service process reconfiguration in SOA with end-to-end QoS constraints</td>
</tr>
<tr>
<td>Ahnafi et al. [28]</td>
<td>2010</td>
<td>Selecting skyline services for QoS-based web service composition</td>
</tr>
<tr>
<td>Leitner et al. [73]</td>
<td>2010</td>
<td>Monitoring, prediction and prevention of sla violations in composite services</td>
</tr>
<tr>
<td>Lin et al. [14]</td>
<td>2010</td>
<td>The design and implementation of service process reconfiguration with end-to-end QoS constraints in SOA</td>
</tr>
<tr>
<td>Tang et al. [74]</td>
<td>2010</td>
<td>A hybrid genetic algorithm for the optimal constrained web service selection problem in web service composition</td>
</tr>
<tr>
<td>Lin et al. [75]</td>
<td>2011</td>
<td>A relaxable service selection algorithm for QoS-based web service composition</td>
</tr>
<tr>
<td>Li et al. [20]</td>
<td>2011</td>
<td>Adaptive QoS-aware service process reconfiguration</td>
</tr>
<tr>
<td>asshoff et al. [42]</td>
<td>2011</td>
<td>QoS-driven proactive adaptation of service composition</td>
</tr>
<tr>
<td>Wu et al. [76]</td>
<td>2012</td>
<td>Tree-based search algorithm for web service composition in SaaS</td>
</tr>
<tr>
<td>Lin et al. [36]</td>
<td>2012</td>
<td>Dynamic service selection based on context-aware QoS</td>
</tr>
<tr>
<td>Benouaret et al. [77]</td>
<td>2012</td>
<td>Selecting skyline web services from uncertain qos</td>
</tr>
<tr>
<td>Ye et al. [78]</td>
<td>2012</td>
<td>QoS-aware cloud service composition based on economic models</td>
</tr>
<tr>
<td>Leitner et al. [79]</td>
<td>2013</td>
<td>Data-driven and automated prediction of service level agreement violations in service compositions</td>
</tr>
<tr>
<td>Wang et al. [35]</td>
<td>2013</td>
<td>Constraint-aware approach to web service composition</td>
</tr>
<tr>
<td>Feng et al. [80]</td>
<td>2013</td>
<td>Dynamic service composition with service-dependent QoS attributes</td>
</tr>
<tr>
<td>Alzaghoul et al. [10]</td>
<td>2013</td>
<td>CloudNITTD Using real options to manage technical debt in cloud-based service selection</td>
</tr>
<tr>
<td>Deng et al. [81]</td>
<td>2014</td>
<td>Service selection for composition with QoS correlations</td>
</tr>
<tr>
<td>Wu et al. [82]</td>
<td>2014</td>
<td>Broker-based SLA-aware composite service provisioning</td>
</tr>
<tr>
<td>Wen et al. [53]</td>
<td>2014</td>
<td>Probabilistic top-K dominating services composition with uncertain QoS</td>
</tr>
<tr>
<td>Alzaghoul et al. [84]</td>
<td>2014</td>
<td>Evaluating technical debt in cloud-based architectures using real options</td>
</tr>
<tr>
<td>Ding et al. [83]</td>
<td>2015</td>
<td>A transaction and QoS-aware service selection approach based on genetic algorithm</td>
</tr>
<tr>
<td>Wang et al. [86]</td>
<td>2015</td>
<td>Automatic web service composition based on uncertainty execution effects</td>
</tr>
<tr>
<td>Mostafa et al. [13]</td>
<td>2015</td>
<td>Multiobjective service composition in uncertain environments</td>
</tr>
<tr>
<td>Chen et al. [87]</td>
<td>2016</td>
<td>A flexible QoS-aware Web service composition method by multi-objective optimisation in cloud manufacturing</td>
</tr>
<tr>
<td>Chen et al. [38]</td>
<td>2016</td>
<td>Multi-objective service composition with QoS dependencies</td>
</tr>
<tr>
<td>Xu et al. [58]</td>
<td>2016</td>
<td>Context-aware QoS prediction for web service recommendation and selection</td>
</tr>
<tr>
<td>Sun et al. [89]</td>
<td>2018</td>
<td>A fluctuation-aware approach for predictive web service composition</td>
</tr>
<tr>
<td>Niu et al. [90]</td>
<td>2019</td>
<td>Towards the optimality of QoS-aware web service composition with uncertainty</td>
</tr>
<tr>
<td>Liang et al. [32]</td>
<td>2019</td>
<td>QoS-aware web service composition with internal complementarity</td>
</tr>
<tr>
<td>Zhang et al. [91]</td>
<td>2019</td>
<td>Composition Context-Based Web Services Similarity Measure</td>
</tr>
</tbody>
</table>
2.3 Data Extraction Results Discussion

In this section, we answer the sub-research questions defined in Section 2.1:

**RQ 1.1:** What are the current state-of-the-art approaches for service composition?, and what are the service quality factors addressed in these approaches? ; **RQ 1.2:** What are the current techniques/methods taken by these approaches for supporting service quality factors and what is the current status of an economic-driven approach in the SaaS Cloud?  
However, the existing systematic literature reviews and surveys [92, 93, 94, 95, 96, 97] supported us to design and develop the following classification framework.

### 2.3.1 RQ 1.1: A Classification Framework for Service Composition

In this section, we provide a classification framework for existing service composition approaches as shown in the Figure 2.5. The aim of developing this classification framework is to answer the RQ 1.1.
QoS-aware service composition approaches are explicitly considered the end-user QoS requirements in the composition process [48, 98]. In general, QoS is used to describes the non-functional properties of web services and also play a key role for differentiating similar functional equivalent web services over the Internet [38]. The aim of web service selection in service composition is not only to meet an end-user functional requirements but also guarantee the service QoS throughout composite application execution. However, several quality of service factors are involved in the QoS-aware composition process, which may be imposed by service provider or an end-user [47].

- **QoS Correlation**: QoS correlation denotes the correlation of QoS values in the service composition [38, 80, 81], and it is common in the real-life service compo-
sition. Suppose, there are three service providers, namely A, B and C they offer similar functional web services with different quality of services (e.g., response time, throughput, or cost) in the cloud market. Let’s consider a service provider A provides a discount if the candidate service Ax and Ay are selected together in the composition. On the other side, service provider B gives a discount if candidate service Bx and Cy are selected together due to some business collaboration between service providers B and C. In this scenario, the selection of candidate services exhibit the QoS correlation in the service composition.

- **Internal Complimentary QoS:** Liang et al. [32] introduced the concept of internal complimentary in the QoS-aware web service selection. Internal complimentary allows multiple candidate services selection within the same service class to form a new composite candidate service in the service composition. However, such candidate service selection improves the overall QoS of the service composition plan.

- **Optimal QoS:** It refers to a QoS-aware selection of suitable web services from the service repository and optimises a service composition plan that maximises an end-user satisfaction in terms of QoS requirements [47].

### 2.3.1.2 SLA-Aware Service Composition

The SLA-aware service composition approach is intended to build the composite application based on the type of SLA and its requirements [67]. This approach is more sophisticated than the QoS-aware service composition because the QoS-aware approach aims to meet an end-user’s QoS requirements or to maximise an end-user satisfaction by providing higher capacity service instances [82]. The QoS-aware approach blocks the service resources and fails to take into account that other existing users are requesting similar services and their decisions for service composition can impact the QoS [82]. On the other hand, the SLA-aware approach provisions the service instance in the composite service demanded by multiple end-users based on their SLA types.
• **SLA Type**: In the SaaS cloud environment, end-users can be differentiated based on their SLA type. Moreover, end-users may have different SLA\(^2\) (e.g., silver, gold or platinum) [67] that exhibits the different level of functional and QoS requirements for the same service.

• **SLA Violation**: SLA violation is the consequences of not satisfying the service constraints, which are legally bound in the SLA [34, 82]. The penalty cost would be paid against each request violation in the composition, and it would negatively affect the service utility and reputation in the SaaS cloud.

• **SLA Prevention**: SLA prevention denotes as a process of proactive prevention of SLA violation using some predictive techniques. It helps to improve the composite service utility.

### 2.3.1.3 Constraints-Aware Service Composition

This approach implements the constraints usually imposed by either service provider or service consumer (e.g., end-user) [46]. In general, constraints denote the minimum expectations (or strict conditions), for example, a service consumer may specify the constraints, such as service response time should be below 10 ms. Further, the service provider has its own optimisation goals [4], such as the utilization of service capacity should be above 85% throughout execution. However, all web services in the real world could not be universally applicable, and there might be some process restrictions (or constraints) imposed by the service provider [35]. For example, the process constraints could be related to a service location. The following service quality factor are involved in composing constraints-driven service composition.

• **End-to-End QoS Constraints**: End-to-End constraints guarantee that the composite service or newly recomposed service should meet an end-user’s specified constraints throughout execution time [14].

\(^2\)SLA is a legal agreement binding between the service provider and the user.
• **Local and Global Constraints**: Local constraints are applied at the individual component service selection, whereas global constraints are specified for the entire service composition [99].

• **Process Constraints**: Process constraints denote web service restrictions, e.g., let us take an item delivery service in an e-commerce system, there are many functionally equivalent web services they can process item delivery. But these web services have restrictions to deliver the item in the specified zone (or location) in the country or around the world [35].

### 2.3.1.4 Context-Aware Service Composition

This approach employs context-awareness, which refers to information about the geographical service environment and end-users relevant information (e.g., end-user’s preferences) [100]. Context-aware information is essential for web service selection, e.g., the physical distance between an end-user and web service could be viewed as a context related factor for the service response time [36]. Moreover, a context could be derived from the parameters correlation that exists between the input parameter and out parameter of the invoked web services in the service composition [91]. The parameter correlation can be extracted from the service composition history that was used for selecting reliable web service in the service composition. The following quality factors are associated with the context-aware service composition.

• **Geographical location**: Due to different geographical location of web services and end-users, the same web service provides the different response time for end-users they have varied physical distance from the web service location [36].

• **QoS Context**: User’s preferences and the service operating environment are combined together to model end-user QoS context for composing specific context-driven service composition [63].
2.3.1.5 Uncertainty-Aware Service Composition

Previous approaches are intended to form the composite service based on the prior knowledge of QoS attributes. Besides, they ignore the fact that the QoS values are uncertain in the dynamic environment (e.g., cloud environment) where no prior knowledge of the QoS attributes are available [13]. Uncertainty-aware service composition is designed to deal with QoS uncertainty in the service operating environment. In the SaaS cloud environment, QoS uncertainty could be the consequences of changing workload, service failure or error-prone operating environment etc. [17, 86, 90]. Moreover, this approach uses probabilistic and skyline techniques to deal with an uncertainty in a dynamic service composition environment [83]. The following factors cause uncertainty issues in the service composition.

- **QoS Uncertainty**: The QoS uncertainty is a common problem in a dynamic environment [6, 101] due to unpredictable and changing request workload from the users, e.g., users may frequently join or leave the service pool in the cloud environment.

- **Uncertain Operating Environment**: The uncertainty of physical or technical failure in an operating environment may lead the severe issues related to service composition, e.g., service down or degrade the service quality (e.g., performance) [17]. These issues need to mitigate promptly, otherwise, they can lower the service reputation in the cloud market.

2.3.1.6 Economic-Driven Service Composition

An economic-driven approach applies economic aspects for building a composite application. An economic aspects may be related to either individual component service selection or the entire service composition [10]. Moreover, the aim of an economic-driven service selection is to maximise the utility of the entire service composition (e.g., maximise service revenue) [10]. The following service quality factors are involved in the selection of an economic-driven service composition.
Table 2.6: Classification of Service Composition Approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Service Quality Factors</th>
<th>Representative Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoS-Aware</td>
<td>QoS Dependency or Correlation,</td>
<td>[2, 4, 11, 15, 28, 32, 38, 42, 47],</td>
</tr>
<tr>
<td></td>
<td>Internal Complimentary,</td>
<td>[48, 68, 69, 76, 80, 81],</td>
</tr>
<tr>
<td></td>
<td>Optimal QoS</td>
<td>[85, 87, 98]</td>
</tr>
<tr>
<td>SLA-Aware</td>
<td>SLA Type, SLA Violation, SLA Prevention</td>
<td>[33, 67, 70, 73, 79, 82]</td>
</tr>
<tr>
<td>Constraints-Aware</td>
<td>End-to-End QoS constraints, Local/Global, Constraints,</td>
<td>[14, 30, 35, 41, 64, 66],</td>
</tr>
<tr>
<td></td>
<td>Process Constraints</td>
<td>[72, 74, 99]</td>
</tr>
<tr>
<td>Context-Aware</td>
<td>Geographical Location, QoS-Context</td>
<td>[36, 63, 65, 71, 88, 91]</td>
</tr>
<tr>
<td>Uncertainty-Aware</td>
<td>QoS Uncertainty, Uncertain Operating Environment</td>
<td>[13, 17, 77, 83, 86, 89, 90, 102]</td>
</tr>
<tr>
<td>Economic-Driven</td>
<td>Long-Term Utility, Sub-Optimal Utility</td>
<td>[10, 78, 84]</td>
</tr>
</tbody>
</table>

- **Long-term utility**: The selection of individual web service is considered not only the QoS constraints but also long-term economic-driven perspective [78]. For example, predictive utility could be estimated from the utility history of web services. Also, this prior knowledge of predictive utility helps to select an economic-driven service that maximises the long-term utility of entire service composition.

- **Sub-optimal utility**: Sub-optimal utility is the consequences of the running composite service that may be under-utilised or over-utilised due to environmental conditions. Both cases negatively affect the service utility (e.g., reducing service revenue).

Table 2.6 summarises the service composition approaches and the relevant service quality factors that we studied above. However, most of the above approaches are further extending to deal with the dynamic adaptation of composition and reconfiguration/re-composition of composite service in the error-prone operating environment or constraints violations [17, 103]. As we discussed, web service failure is a common problem in the error-prone operating environment. Therefore, the current composite service needs to reconfigure by replacing the faulty services with the newly selected web services using these approaches. In this direction, the End-to-End QoS constraint-aware composite service reconfiguration and adaption approaches were presented by [14, 41, 72, 104]. Further, QoS-aware approach has gained more attention in this direction, the researcher viewed the
service reconfiguration in a different way such as QoS-aware service reconfiguration [16, 68] and QoS-aware-adaptation of service composition [42, 98, 105] and also applied it in the multi-tenant SaaS cloud environment [3, 4]. We will provide more discussions on these approaches in the RQ 1.2.

**Answering RQ1.1:** From the above discussions, we are in the position to state that the Service composition is an active research area in the Service-Oriented Computing (SOC) community. The results obtained from the classification framework suggests that the SOC community has a keen interest in exploring QoS and constraints-aware service compositions.

2.3.2 **RQ 1.2: Discussions on the techniques/Methods taken by service composition approaches**

This section describes the techniques/methods or actions taken by service composition approaches introduced in the Section 2.3.1.

– **QoS-aware service composition**: In the literature, researchers addressed the QoS-aware service composition from different viewpoints, e.g., QoS correlation, service-dependent QoS, internal complimentary and optimal QoS along with the varying strategies of optimisation. Our discussion include the most influenced research works in the QoS-aware approach. Zeng et al. [2] introduced AgFlow middleware platform for QoS-aware web service composition. They presented two different strategies for QoS-aware web service selection (i) local optimisation of web service selection using Simple Additive Weighting (SAW) technique and the global planning of web service selection using Integer Programming (IP) approach. In the local optimisation approach, a Multiple Criteria Decision Making (MCDM) is applied to select a web service for each given task in the composite web service; (ii) whereas, the global optimisation approach chooses an optimal execution plan from all possible paths based on the IP. Further, AgFlow middleware pro-
vided the service quality model that helps to evaluate the overall quality of composite web service. Alrifai et al. [69] proposed a heuristic methodology that combines the global optimisation with local selection technique. They used Mixed Integer Programming (MIP) to get the best decomposition of the global QoS constraints into native constraints and then the local selection is applied to find an optimal web service that satisfies these local constraints. Further, Alrifai et al. [28] presented a skyline technique for selecting QoS-aware web services in the composition. In the skyline process, they first used MIP to prune all non-skyline service from each service classes that improve the skyline search. Further, the skyline services are selected by comparing all local skyline services in the skyline service set that excludes those services that are dominated by other services. Berbner et al. [48] presented a heuristic H1_RELAX_IP that applies a backtracking algorithm on the result obtained from the Integer Programming. H1_RELAX_IP used the Integer Programming to find the web services that satisfy the local constraints and then a backtracking algorithm is applied to the collected web services and repeatedly search the set of web services that meet the global constraints. Chen et al. [87] modelled QoS-aware service composition as a multi-objective optimisation problem and proposed E-Dominance Multi Objective Evolutionary Algorithm (EDMOEA) for optimising the service composition. The algorithm is used to find the pareto optimal services, and it also facilitates the users to select the best service with the tradeoff of QoS risk and performance. Chen et al. [38] modelled QoS-dependencies in multi-objective service composition. They adopted a pruning algorithm for eliminating infeasible candidate services from the search space. A Vector Ordinal optimisation techniques based service composition algorithm is developed for finding pareto optimal set of the candidate service composition plan. Recently, Liang et al. [32] introduced the concept of internal complimentary in the QoS-aware web service selection. Internal complimentary allows multiple candidate services selection within the same service class to form a new composite candidate service in the service composition. They first transformed the problem into a Multi-choice Multi-dimensional Knapsack Problem (MMKP) and then performed an optimisation process to find the optimal service compo-
Table 2.7: Representative examples for QoS-aware approach

<table>
<thead>
<tr>
<th>Source</th>
<th>Method</th>
<th>QoS Parameter</th>
<th>Optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeng et al. [2]</td>
<td>Simple Additive Weigh, Integer Programming</td>
<td>Execution Price, Reputation, Execution Duration, Availability, Successful Execution Rate</td>
<td>Local and Global</td>
</tr>
<tr>
<td>Alrifai et al. [69]</td>
<td>Mixed Integer Programming</td>
<td>Response Time, Availability, Price, Reputation</td>
<td>Global</td>
</tr>
<tr>
<td>Alrifai et al. [28]</td>
<td>Skyline Algorithm</td>
<td>Response Time, Availability, Price, Reputation</td>
<td>Global</td>
</tr>
<tr>
<td>Berbner et al. [48]</td>
<td>Integer Programming</td>
<td>Response Time, Availability, Throughput, Scalability, Reputation</td>
<td>Global</td>
</tr>
<tr>
<td>Chen et al. [87]</td>
<td>Multi-Objective Evolutionary Algorithm</td>
<td>Cost, Execution Time, Latency, Reliability, Availability</td>
<td>Global</td>
</tr>
<tr>
<td>Chen et al. [38]</td>
<td>Vector Ordinal optimisation Technique</td>
<td>Response Time, Availability, Cost, Reliability, Throughput, Reputation</td>
<td>Global</td>
</tr>
<tr>
<td>Liang et al. [32]</td>
<td>multi-choice multi-dimensional knapsack</td>
<td>Response Time, Throughput, Cost, Reliability,</td>
<td>Global</td>
</tr>
<tr>
<td>Huang et al. [47]</td>
<td>multi-criteria decision making, Integer Programming</td>
<td>Availability, Response Time, Reliability, Cost</td>
<td>Global</td>
</tr>
<tr>
<td>Ding et al. [85]</td>
<td>Genetic Algorithms</td>
<td>Price, Execution Time, compensating time, success possibility</td>
<td>Global</td>
</tr>
<tr>
<td>Li et al. [98]</td>
<td>Integer Programming, Iterative Algorithm</td>
<td>Response Time, Throughput, Cost,</td>
<td>Local</td>
</tr>
<tr>
<td>Aschoff et al. [42]</td>
<td>EWMA</td>
<td>Response Time, Cost</td>
<td>None</td>
</tr>
<tr>
<td>Wu et al. [76]</td>
<td>Tree-Based Search</td>
<td>Execution Time, Reliability</td>
<td>None</td>
</tr>
<tr>
<td>He et al. [4]</td>
<td>Integer Programming, Skyline, Greedy Algo</td>
<td>Cost, Response Time, Availability, Throughput</td>
<td>Global</td>
</tr>
</tbody>
</table>

Huang et al. [47] presented an optimal QoS based web service composition. They adopted multi-criteria decision making with the weighted sum model that enables the service consumer to assess service quality numerically. Further, they modelled the QoS-driven optimisation using Integer Programming for selecting an optimal service. Ding et al. [85] considered transactional property in the QoS-aware service selection. They argued that the service execution time might be affected by the transactional properties, and the existing method deals with either local optimal or global optimal composite service under fixed transactional workflow. To deal with these issues, they employed a genetic algorithm for optimising the service composition based on the defined transaction rules.

Li et al. [98] presented an expand region algorithm that reduces the reconfiguration.
cost by identifies the limited reconfiguration region of faulty service and then the service reconfiguration algorithm replaces all subprocess services which are involved in the reconfiguration region. Canfora et al. [15] presented a framework for binding and re-binding the composite service. They proposed an algorithm that re-estimates the new QoS and triggers the service re-binding whenever any QoS deviations are detected. Further, they adopted Genetic algorithms for optimising the service composition. Aschoff et al. [42] presented a ProAdapt framework for the proactive adaptation of service composition due to changes in composite service. They used the Exponential Weighted Moving Average (EWMA) that models the response time of service operation, which would then trigger recomposition when likely degradation of response time is detected. He et al. [4] proposed MSSOtimizser (Multi-tenant SaaS Optimizer) that provides effective and efficient service selection for a multi-tenant SaaS cloud. They considered the SaaS provider’s optimisation goals, e.g., least resource cost, better performance and maximised revenues etc. Further, they adopted a hybrid methodology that combines the skyline, integer programming, and greedy algorithm together to optimise an optimal service composition plans for all the users. Wu et al. [76] introduced a tree-based heuristic approach for web service composition in the SaaS cloud. They presented a tree-based algorithm that builds the tree of all possible combinations of composition solution and then performed the filtering to remove all unlikely and illegal composition paths. After that, they applied a best-first search algorithm to evaluate and rank the optimal service composition. Table 2.7 summarises the algorithms and their metrics for the QoS-aware service composition approach.

- **Constraints-aware service composition**: Web services in the real world may not be universally applicable, and there might be some process restrictions (or constraints) imposed by the service provider [35]. For example, order delivery web service may have constraints to deliver items in the specified region in the country or world. Such type of process constraints presented by Wang et al. [35] in their constraint-aware service composition approach. They adopted preprocessing methods for filtering all the web service that can do the same task in the SIDE service set and then used a graph search-based
Table 2.8: Representative examples for constraint-aware approach

<table>
<thead>
<tr>
<th>Source</th>
<th>Methods</th>
<th>Constraints</th>
<th>Optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [35]</td>
<td>Graph Search-Based Algorithm</td>
<td>Service uses restriction</td>
<td>None</td>
</tr>
<tr>
<td>Lin et al. [14]</td>
<td>Iterative Algorithm</td>
<td>End-to-End QoS</td>
<td>Local</td>
</tr>
<tr>
<td>Laleh et al. [30]</td>
<td>Graph Plan-Based Approach</td>
<td>External Constraints (e.g., new restrictions)</td>
<td>None</td>
</tr>
<tr>
<td>Yu et al. [66]</td>
<td>MMKP, Graph-Based Search Approach</td>
<td>End-to-End QoS</td>
<td>Local and Global</td>
</tr>
<tr>
<td>Tang et al. [74]</td>
<td>Hybrid Genetic Algorithm</td>
<td>Optimal Constraints</td>
<td>Global</td>
</tr>
<tr>
<td>Yu et al. [64]</td>
<td>MMKP, Multi-Constraint Optimal Path</td>
<td>End-to-End QoS</td>
<td>Local and Global</td>
</tr>
<tr>
<td>Zeng et al. [106]</td>
<td>Linear Programming</td>
<td>Global Constraints</td>
<td>Global</td>
</tr>
</tbody>
</table>

algorithm that selects an appropriate web service from the SIDE service set and optimise the constrains-aware service composition. Lin et al. [14] described a multisteps algorithmic approach; in which an expand region algorithm is proposed that identifies the reconfiguration region of faulty services including some neighbouring services for maintaining end-to-end QoS constraints and then the service process reconfiguration algorithm replaces all subprocess services which are involved in the reconfiguration region. Laleh et al. [30] presented a constraint adaptation-aware service composition that supports runtime-adaptation of new constraints in the composite service execution. They adopted a graph-plan-based approach for optimising the constraint-aware service composition. Yu et al. [66] introduced a broker-based architecture that facilitates the service selection intended to maximise an application-specific utility function to meets the end-to-end QoS constraints. They defined the problem into two steps. Firstly, they transformed the problem into a combinatorial optimisation problem as Multi-dimension Multichoice 0-1 Knapsack Problem (MMKP). Secondly, the graph model is adopted to define the problem as a Multi Constraint Optimal Path (MCOP) problem. Based on these methods, an efficient heuristic algorithm is proposed for optimising the end-to-end constraint-aware service selection. Tang et al. [74] proposed a hybrid genetic algorithm for optimal constraints-aware service selection. In the hybrid strategy, they used a local optimiser with
an aim to improves QoS values and eliminates the constraints violation for optimising
the service composition plan. However, many approaches were discussed in the literature
they imposed QoS-constraints or end-to-end constraint either at the design-time service
selection or run-time composite service reconfiguration [64, 106]. Table 2.8 summarises
the algorithms and constraints types used in the constraints-aware approaches.

- **SLA-aware service composition**: Wu et al. [82] introduced a broker-based
strategy for SLA-aware service composition. In this approach, they implemented a ser-
vice broker agent that works as an intermediator between the service providers and users.
The service broker agent facilitates on-demand service strategies and provides a guarantee
with the reliability of QoS data which is specified in the SLA. Further, they presented two
algorithms for implementing a service broker agent. Depth-First Search (DFS) algorithm
traverses the entire search space and find the service instance which satisfies the QoS
requirements. A greedy algorithm is proposed that combines the Genetic Algorithm for
optimising the service composition. In the SaaS cloud, a composite application would
inevitably operate under dynamic changes on the workload that affects the composite
application performance or leads to SLA violation [6]. For handling such SLA violation
proactively, Leitner et al. [70] used machine learning regression model for predicting the
SLA violation in the composite service execution. Further, Leitner et al. [79] extended
data-driven approach for automated prediction of SLA violation in the service composi-
tion. Also, they presented a PREvent framework that dynamically monitors and prevents
the SLA violation in the composite service execution [73]. Wada et al. [67] presented
an optimisation framework named E3 for solving SLA-aware cloud service composition
problem. E3 - MOGA (Multi-Objective Genetic Algorithm) finds the optimal solutions
which are equally distributed in a objective space and select any one of them based on
the end-user SLA requirements. Moreover, E3 MOGA supports three different categories
of users, namely silver, gold and platinum for generating optimal service composition
plans. Xiong [33] developed a framework for SLA-aware service composition that sup-
ports SLA negotiation and QoS constraints-driven service provisioning according to SLA
Table 2.9: Representative examples for SLA-aware approach

<table>
<thead>
<tr>
<th>Source</th>
<th>Method</th>
<th>SLA Parameters</th>
<th>Runtime-SLA Support</th>
<th>Optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wu et al. [82]</td>
<td>Greedy Algorithm, Genetic Algorithms</td>
<td>Response Time, Availability, Reputation, Reliability</td>
<td>Not Supported</td>
<td>Global</td>
</tr>
<tr>
<td>Leitner et al. [70]</td>
<td>Machine Learning Regression Technique</td>
<td>Response Time</td>
<td>Prediction of SLA violation</td>
<td>None</td>
</tr>
<tr>
<td>Leitner et al. [79]</td>
<td>ANN-based regression, ARIMA</td>
<td>Response Time</td>
<td>Prediction of SLA violation</td>
<td>None</td>
</tr>
<tr>
<td>Leitner et al. [73]</td>
<td>Regression Technique</td>
<td>Response Time</td>
<td>Monitoring, Prediction, Prevention of SLA violation</td>
<td>None</td>
</tr>
<tr>
<td>Wada et al. [67]</td>
<td>Multi-Objective Evolutionary Algorithm</td>
<td>Throughput, Cost, Latency</td>
<td>Not Supported</td>
<td>Global</td>
</tr>
<tr>
<td>Xiong [33]</td>
<td>Capacity Planning Approach</td>
<td>Response Time, Cost, Availability, SLA violation, SLA Negotiation</td>
<td>Global</td>
<td></td>
</tr>
</tbody>
</table>

requirements. Further, they described the SLA violation and penalty calculation model for the service composition and applied a capacity planning approach for optimising the service composition. Table 2.9 summarises the methods and SLA parameters used in the SLA-aware service composition.

- **Context-aware service composition**: This approach is derived from the context-awareness that could be generated by the users requirements, service providers or the service environment. Lin et al. [36] presented a service selection approach based on the context-aware factors of QoS attributes. They developed a QoS context for domain-specific QoS attributes, e.g., translation quality for machine translation service. And then, they argued that the aggregation of domain-specific QoS attributes withing other services QoS attribute could not be possible at the service composition level. They proposed a QoS prediction based algorithm for selecting the component services in the composition that meets the user’s requirements. Zhang et al. [91] argued that the context could be derived from the parameter correlations that exist between the input parameter and the output parameter of the invoked web services in the service composition. The parameter correlation can be extracted from the service composition history, and based on this correlation
Table 2.10: Representative examples for context-aware approach

<table>
<thead>
<tr>
<th>Source</th>
<th>Method</th>
<th>Context Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lin et al. [36]</td>
<td>Algorithm Based on Prediction Technique (average of past values)</td>
<td>Domain Specific QoS Attributes</td>
</tr>
<tr>
<td>Zhang et al. [91]</td>
<td>PersonalRank and SimRank Algorithms</td>
<td>Parameter Correlations</td>
</tr>
<tr>
<td>Keidl et al. [63]</td>
<td>Programmable Framework</td>
<td>Location Context and Consumer Context</td>
</tr>
<tr>
<td>Xu et al. [88]</td>
<td>Matrix Factorization</td>
<td>User Geographical and Service Information</td>
</tr>
<tr>
<td>Maamar et al. [65]</td>
<td>Software Agents</td>
<td>Details of Service Operating Environment</td>
</tr>
<tr>
<td>Kapitsaki [71]</td>
<td>Model-Driven Development</td>
<td>Context-Aware Development</td>
</tr>
</tbody>
</table>

information; they build the context network of all services. They adopted the Personal-Rank and SimRank++ algorithms that construct the context network for mapping the similarity of any two web service for the service composition. Keidl et al. [63] introduced a context-aware framework for creating context-aware adaptable composite service. The proposed framework supports various contexts of service composition, e.g., location context (such as consumer’s current location; address, GPS coordinates, country, timezone etc.) and consumer context (such as name and e-mail address etc.). Similarly, Xu et al. [88] presented a context-aware QoS prediction technique based on the user context information and the service context information. They adopted the Matrix Factorization (MF) method for developing two novel prediction models named User-context-aware MF model and Service-context-aware model. They studied the function that maps the relationship between the geographical distance and the similarity values and then based on the optimal mapping value it selects the best web service from the candidate web service set. Maamar et al. [65] provided an agent and context-based approach for web service composition. For simplicity, they used a software agent that works for the users and context denotes the relevant information extracted from the situation or an operating environment. Further, they presented three software agents, namely composite-service-agent, master-service-agent, and service-agent; these agents coordinate to the context.
component (which has the service operating information) for selecting the web services in the composition. Table 2.10 summarises the techniques and context information used in context-aware service composition.

− **Uncertainty-aware service composition**: This approach is designed to deal with the QoS uncertainty in the service operating environment (e.g., unpredictable service failure or dynamic changing workload etc.). Mostafa et al. [13] proposed two meta-heuristic approaches for multi-objective optimisation of service composition under uncertainty where no prior QoS information is available. They adopted a reinforcement learning algorithm that deals with the uncertainty characteristics in the dynamic environment for solving multi-objective QoS problems. In the first approach, they presented single policy multiple multi-objective service compositions, and the second approach deals with the multi-policy multi-objective service composition. These approaches adopt a self-organisation mechanism that exploits the problem structure to derive the weights of different QoS objectives and finds a set of Pareto optimal solutions that satisfy the multiple QoS attributes in an uncertain environment. Niu et al. [90] adopted a multi-objective evolutionary algorithm for finding an optimal QoS of web service composition under uncertainty (UQ-WSC). They first modelled the UQ-WSC with matrix and interval number. Further, they provided a novel encoding representation of UQ-WSC using interval number based multi-objective optimisation problem (IMOP). And then, they applied MOEA/D on this encoding for optimising the optimal service composition plan. Wang et al. [86] employed a Graphplan based approach that deals with the service execution uncertainty for optimising the service composition. They explained that the uncertainty could be related to the service execution, and they presented an extended Graphplan which represents the services with uncertain effect. New rules are applied to identify the mutual exclusion, and then the Graphplan method produces the branch structure of the composite solution. Benouaret et al. [77] employed the skyline approach for selecting services under uncertain QoS environment. They modelled QoS attributes using possibility distribution and based on that they compute the dominating factor of web services over each other. Further,
they introduced the post-dominant skyline and nec-dominant skyline methods based on the dominance relationship. After that, they presented an efficient algorithm based on the post-dominant and nec-dominant skyline method that deals with QoS uncertainty in skyline service selection. Wen et al. [83] adopted a probabilistic technique for modelling uncertain QoS-aware service composition. They introduced an uncertain QoS model that examines the probability and dominating association between web services and a novel aR-tree data structure for storing and retrieving the data of an uncertain QoS model. After that, they applied a probabilistic top-k framework for determining the dominating ability of web services and then they employed heuristic rules for selecting the best web service for the composition. Table 2.11 summarises the techniques and uncertainty factors used in uncertainty-aware service composition.

– **Economic-Driven service composition**: This approach includes not only the economic aspects but also users and service providers requirements. Alzaghoul et al. [10] applied a real-option approach for managing technical debt in the cloud-based service selection. They identified technical debt of substitution decisions driven by the need to scale up of service capacity. Further, they employed the Binomial Real Options (BRO) approach to staging the selection decision in order to quantify the debt when the substituted web service starts to pay off and clear out the technical debt. Alzaghoul et al. [84] extended service substitution decision under uncertainty. The service substitution problem is formulated using the BRO approach. Further, they adopted a Design Structure Matrix (DSM) and time and cost-aware propagation matrix to estimate the value of the

<table>
<thead>
<tr>
<th>Source</th>
<th>Method</th>
<th>Uncertainty Parameters</th>
<th>Optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mostafa et al. [13]</td>
<td>Reinforcement Learning</td>
<td>Uncertain QoS</td>
<td>Global</td>
</tr>
<tr>
<td>Niu et al. [90]</td>
<td>Multi-Objective Evolutionary Algorithm</td>
<td>Uncertain QoS</td>
<td>Global</td>
</tr>
<tr>
<td>Wang et al. [86]</td>
<td>Graphplan</td>
<td>Uncertain Execution Effect</td>
<td>Local</td>
</tr>
<tr>
<td>Benouaret et al. [77]</td>
<td>Probabilistic Top-K Technique</td>
<td>Uncertain QoS, Fluctuations</td>
<td>None</td>
</tr>
<tr>
<td>Wen et al. [83]</td>
<td>Skyline</td>
<td>Uncertain QoS</td>
<td>Global</td>
</tr>
</tbody>
</table>

Table 2.11: Representative examples for uncertain-aware approach
Table 2.12: Representative examples for economic-driven approach

<table>
<thead>
<tr>
<th>Source</th>
<th>Method</th>
<th>Economic Aspects</th>
<th>QoS Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzaghoul and Bahsoon [10]</td>
<td>Binomial Option</td>
<td>Predicted Utility</td>
<td>Scalability</td>
</tr>
<tr>
<td>Alzaghoul and Bahsoon [84]</td>
<td>Design Structure Matrix</td>
<td>Predicted Utility</td>
<td>Scalability</td>
</tr>
<tr>
<td>Ye et al. [78]</td>
<td>Bayesian Network</td>
<td>Long-Term Economic</td>
<td>Throughput, Cost, Response Time</td>
</tr>
</tbody>
</table>

Table 2.13: Representative examples for adaptive or reconfiguration of composition

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Parameters</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoS-Aware Approach</td>
<td>QoS Violation, Service Failure</td>
<td>[2, 98, 42, 15, 68]</td>
</tr>
<tr>
<td>Constraint-Aware Approach</td>
<td>End to End Constrants, Violation, External Constrants, Service Failure</td>
<td>[14, 41, 30, 72]</td>
</tr>
</tbody>
</table>

Ye et al. [78] employed a Discrete Bayesian Network to design an economic-driven model for the user and service provider in the cloud. Further, they applied Influence-Diagram (ID) for selecting the long-term based cloud service composition. Most of the approaches have used the design-time economic-driven web service selection for the service composition. Table 2.12 summarises the techniques and economic aspects used in economic-driven service composition.

From the above discussion, we summarise that the QoS-aware approach and constraint-aware approach had gained a lot of attention in the SOC research community other than existing approaches. Table 2.13 provides an overview of both approaches that further applied for dynamic adaptation of composition or service reconfiguration under the failure-prone environment or constraints violations. However, QoS-aware approach is the only approach that was employed in the multi-tenant service composition in the SaaS cloud [4, 11, 76]. From Table 2.12, we observed that the research community has a lack of interest in an economic-driven service composition. The proliferation of an Internet-based modern software delivery systems (e.g., SaaS cloud) in the cloud market provides huge market opportunities and service options to service providers and service consumers. It is obvious that the SaaS provider wants to generate more revenue (or maximise SaaS optimisation goals) from the offered web services in the Cloud market. In this sense, there
is a need to develop some economic-driven service composition techniques in the dynamic SaaS cloud environment. We will discuss more on economic-driven aspects in RQ 1.3.

**Answering RQ 1.2:** We provided extensive discussions on the service composition techniques/methods and classified the service quality factors involved in the service composition. Further, based on the results discussions, we observed that an economic-driven approach has significantly fewer studies and needs to investigate at large scale. We also summarised the current attention of these approaches in the SOC community.

### 2.3.3 RQ 1.3: Discussion and Future Outlook for Research

The results obtained from the SLR are shown that the field of service composition has gained a lot of attention in the past decades. The results provided some key observations that could help to guide future research. Notably, this SLR identified many research gaps in the field of service composition that are potentially related to SaaS-based service composition and the run-time service reconfiguration decisions. In this context, we aim to address the third sub-research question. **RQ 1.3 : What are the future directions in an economic-driven service composition research, in particular SaaS cloud?** This question provides the state-of-the-art discussions and gives useful insight into how we can benefit from the existing service composition approaches to draw the motivation on the key requirements and discussing the pitfalls when applying these service composition approaches in the SaaS cloud.

#### 2.3.3.1 Benefiting existing approaches to develop an economic-drive service composition framework in the SaaS Cloud

From the SLR results, we observed that service composition approaches had been studied based on the service quality factors needed by either service consumer or service providers. Further, most of the approaches are designed to optimise the service composition plan
for the single end-user system [4]. However, these types of approaches have the limitations and would not be efficient for emerging computing paradigms such as SaaS cloud. Further, instead of serving a single user, the SaaS cloud is capable of processing diverse\textsuperscript{3} requirements submitted by multiple end-users. But, the majority of approaches have the limitations to support such diverse requirements, and could not fit for utilizing the full capacity of the SaaS characteristics. However, a little work has done [4] that focused on the multi-tenant service selection with similar functional needs. In this context, a new multi-tenant service composition approach that can deal with such a complex requirements in the SaaS cloud is necessary.

Further, based on the discussion in the Section 2.3.2., we observed that the majority of approaches [30, 69, 82, 87] are intended to satisfy the end-users requirements without accounting economic aspects (e.g., service utilization that increase service revenue) in their service selection process. Only few research works [10, 78] have considered economic aspects but, at design time service selection. In particular, these approaches have not used the economic aspects (e.g., cost-benefits trade-off) in the dynamic SaaS cloud environment. Also, these approaches have not explored the predictive techniques (e.g., forecasting) perspective for the long-term based service selection decision that determines whether the service selection decision reduces the service debt and satisfies the QoS constraints in a dynamic environment or not.

The adaptive composition and reconfiguration of services have been studied under the failure-prone environment (e.g., service failure), changing response time and constraints violation [14, 42]. They only consider to replace the faulty component services [14] (including neighbour services in the faulty service set) by selecting high capacity component services that satisfy the QoS constraints at the moment, but without considering the service utilisation that could be a prominent source of incurring the service debt under changing workload in the dynamic environment, e.g., SaaS cloud. These component services selection decisions may be the potential source of accumulating the service debt

\textsuperscript{3}Diverse requirements refer to different function and QoS requirements.
under changing workload, which is very undesirable in the SaaS cloud. We will discuss these issues in the next section.

2.3.3.2 Finding essential ingredients for developing an economic-driven service composition approach in the SaaS cloud using Technical Debt

The modern software delivery system, such as SaaS cloud is a challenge for existing service composition approaches. In particular, the dynamic nature of SaaS cloud tends to lead the uncertainty in an operating environment, and the composite application running under such operating environment always has some risks such as performance, scalability, delayed latency and SLA violations etc. On the other side, the SaaS provider has its own optimisation goals [4] (e.g., minimum operating cost and maximum service revenue, better application performance, and minimum SLA violations etc.) for delivering web services in the SaaS cloud market. However, SaaS cloud provides economic-driven solutions to end-users by achieving true multi-tenancy at the composite application level, where each component service has the ability to serve several users simultaneously [4]. In this regard, we aim to identify the required ingredients for developing an economic-driven service composition framework in the SaaS cloud.

Based on the results of this SLR (Tables 2.7 - 2.11), most of these approaches are designed to build service composition that satisfies an end-user requirements. Moreover, there is a lack of adoption of these approaches in the SaaS cloud [4, 11, 76]. However, in the context of SaaS cloud, these approaches are not efficient due to optimising QoS for a single-user system [4]. Suppose, we apply these approaches in the SaaS cloud, where multiple users have different types of SLA (e.g., silver, gold, or platinum) [5, 67] that exhibits different functional and QoS requirements for the same service, e.g., CRM service. These approaches optimise service composition plan for each user one by one. As a result, they take more time to process all users requests in the SaaS cloud, and they reduce the SaaS efficiency (e.g., productivity) as well as service reputation. Within this context, we propose a novel evolutionary algorithmic approach that supports multi-tenant
service composition. (This limitation is addressed in Chapter 3).

Further, the existing methods (from Table 2.13) triggered the adaptive composition or service reconfiguration based on the predicted SLA violation, QoS constraints violation and the component service failure etc. They do not consider an economic-driven perspective in the process of service reconfiguration in a dynamic environment. In particular, composite application in the SaaS cloud would inevitably operate under unpredictable and dynamic changes of requests workload generated by the users and its consequences could be the degradation of composite application performance, reducing composite service revenue and the frequent violations of SLA and QoS constraints. All these issues bring a challenging task: when to (re)compose the component services such that the service revenue over time is maximized? It is obvious that there is an engineering cost of reconfiguring the composite service in the SaaS cloud and such frequent adaptation would not be desirable due to incurring an extra cost for the service provider. In this scenario, there is a need to reduce unnecessary adaptations by making an economic driven decision on whether to recompose the service or not. Moreover, in this direction, the existing methods [14, 15, 30, 41, 42, 98] ignored the fact that service over-utilisation may not necessarily be a bad result. A penalty could be paid against the SLA violation if it can be the source that stimulates largely increased utility in the long term and also avoid the unnecessary service reconfiguration (and save the extra adatpatation cost).

However, we argue that the technical debt could be associated with an inappropriate engineering decision or poorly justified runtime decision for recomposing the composite service that carries short-term benefits (e.g., satisfying SLA requirements) but not geared for long-term benefits or future value creation in the composition. For example, the utilisation of component services participating in the composite service execution may be sub-optimal due to significant up and drop in the requests workload generated by the users in the SaaS cloud environment. The sub-optimal service composition leads the debt in a way to provides higher capacity service than the service demand by the

\[^4\text{over-utilization may be acceptable in short time, as long as the workload is only a \textquoteleft\textquoteleft spike\textquoteright\textquoteright\ and the loss can be paid off by long term benefits.}\]
users. Consequently, the operating cost may outweigh the service revenue. On the other hand, over-utilisation of service, capacity leads the SLA violations and the penalty cost against the response time violation of the service request can be count as interest over the technical debt. For addressing these runtime decision issues, we leverage the technical debt metaphor that supports an economic-driven decision for service recomposition in the SaaS cloud is presented in Chapter 4.

From an economic-driven perspective (Table 2.12), it is clear that most of the methods (Tables 2.7 - 2.11) have not used an economic driven based long-term service selection for meeting constraints requirements in a dynamic environment. Furthermore, existing service composition approaches are often rely on over-optimistic assumptions, such that both (or one) local and global constraints are hard [14, 64, 66, 107] and can always be satisfied. For example, SaaS providers imposed some hard constraints for the web service delivery in the cloud market, and they would be interested in getting at least 85% utilisation (e.g., local constraint) from each component web service and the entire composition should be utilised at least 90%. But these constraints can always not be possible to satisfy in dynamic changing workload generated by users in SaaS. Moreover, there may be no such component service that meets the constraints and consequently leading the hardness in composing the service plan. In this context, we advocate the development of a technical debt-aware two-level constraints reasoning framework for the long-term based economic-driven service selection. This issue is addressed in Chapter 5.

Answering RQ 1.3: We provided discussions and recommendations of the future research, specifically for an economic-driven service composition in the SaaS Cloud. In particular, we leveraged the existing service composition methods for identifying the necessary ingredients towards developing technical debt-aware economic-driven framework for service composition in the SaaS cloud.
2.4 Related Reviews

This section provides the discussions on the related surveys and SLR studies in the field of web service composition.

Regarding the concept of service composition, Dustdar et al. [94] discussed the need for service composition and presented an overview of the existing service composition approaches such as static and dynamic service composition. Similarly, Moghaddam et al. [108] presented a comparative review study on the web service composition and discussed different service selection and composition approaches such as optimisation based approach (e.g., local and global optimisation), Negotiation-based approach (e.g., SLA negotiation) and hybrid approach. Some studies are conducted based on the specific service quality factors and techniques (e.g., computational intelligence and AI planning). Jatoth et al. [92] conducted a systematic literature review with the focus on computational intelligence methods for QoS-aware web service composition. They presented a classical taxonomy of computational intelligence methods, such as heuristic and meta-heuristics methods as well as non-heuristic techniques and then leads the discussions on each technique extensively for the perspective of QoS-aware service composition. Other QoS-aware surveys provided the general discussions on the techniques and service selection strategies [93, 95]. Truong et al. [97] presented a study on the context-aware web service composition system. They provided an extensive discussions on the context-aware information representation and the techniques for web service composition such as context reasoning techniques, security and privacy techniques, and context-adaptation techniques etc. Among them, fewer studies discussed the automated service composition approaches based on AI planning techniques (e.g., PDDL) [109, 110]. Wang et al. [111] surveyed service composition, specifically on the bio-inspired algorithms such as evolutionary algorithms, particle swarm optimisation, and ant colony algorithm etc. Jula et al. [96] performed the SLR on the cloud computing service composition with a particular focus on the adoption of service composition in the cloud computing environment.
They provided discussions on the categorisation of service composition techniques such as combinatorial algorithms, structure, classic and graph-based algorithms, and frameworks. These studies have provided extensive discussions on the concept of service composition, methods or techniques for implementing service composition but have not categorised the service composition approaches based on the service quality factors and not included economic-driven perspective discussions.

To the best of our knowledge, this systematic literature review bridge this gap by providing a classification framework of existing service composition approaches based on the service quality factors including an implementation technique and the discussions on an economic-driven perspective for web service composition in a dynamic environment, e.g., SaaS cloud.

2.5 Review Threats

This systemic literature review methodology left behind some restrictions that were needed to be explained further. Apparently, it was well developed and followed the guideline provided by [58, 59, 60, 62].

- For SLR validity, we viewed two main threats (i) selection bias and (ii) data extraction. The bias selection might appear in articles selection process. A research protocol was designed and performed to resolve the selection bias data with reference to the significant studies (Section 2.2.1). We used the protocol to mitigate these threats by conducting an array of activities: preliminary background, research questions, search process, selection criteria, search execution, quality assessment and data extraction. We did our best efforts to develop this protocol, but we acknowledge that selection criteria (inclusion and exclusion) may be missing some significant research contributions that could help us for guiding the future research.

- This protocol is reviewed and revised independently by other members in the research group. In particular, they examined that the designed search query can cover
the research questions and the objective of this SLR. They provided constructive feedback for mitigating the bias formulation in the protocol, particularly choosing the search keywords. However, web service is the common term over Internet-based computing that might be lead a risk of bias selection or missing the relevant research articles in the field of study. To mitigate these issues, we decided to add more specific data in the search keywords. Although, we did our best to include all relevant terms, still, we can’t confirm the completeness in terms of retrieving all relevant data for the research questions.

- We applied the data extraction procedure defined in Section 2.2.5 that helps to enhance the consistency of data extraction. Moreover, the quality assessment criteria is used to ensure the quality of findings.

- We conducted the manual and automated search on the meta-data, which includes the keywords, title and paper abstract. However, we acknowledge that research articles might be used the service composition implicitly (e.g., service-based system) without mentioning it into the title or the keywords. Moreover, there may be a risk in the automated search that could not retrieve the relevant research articles from the digital bibliographic library due to search engine quality. However, we selected the most significant bibliographical sources for performing this SLR. To mitigate the above problems, we conducted the manual and automated search on the well-known venues (e.g., conferences and journals) recognised by the research community in the field of study.

2.6 Summary

In this chapter, we conducted a systematic literature review on service composition. In particular, we described the state-of-the-art service composition under the umbrella of well-defined taxonomy that systematically categorised the current service composition approaches based on their service quality factors. Further, we provided extensive dis-
cussions on the underlying techniques and algorithms taken by these approaches. The results obtained from this SLR showed that the existing service composition approaches have less adoption of economic-driven perspectives and its application in the SaaS cloud. We discussed the need for economic-driven aspects when composing the application in the SaaS cloud. Further, based on the SLR findings, we discussed the current research issues and identifying the research gap that guides the future research in an economic-driven service composition in the SaaS cloud.
CHAPTER 3

MULTI-TENANT SERVICE COMPOSITION IN SAAS CLOUD USING EVOLUTIONARY OPTIMISATION

In Chapter 2, we presented a systematic literature review on service composition that boosted our understanding of the field. Further, it allows us to identify the research gap (problem), particularly, the limited support of economic-driven perspective in the existing service composition approaches in the SaaS cloud. In this chapter, we present an evolutionary optimisation based approach to model multi-tenants service composition problem, thereby, addressing thesis Research Question 2. We modelled this problem as a multi-objective optimisation problem and employed one of the most popular Multi-Objective Evolutionary Algorithm (MOEA) named MOEA/D-STM (Stable Matching-based Selection in Multi-Objective Evolutionary Algorithm based on Decomposition) [26]. In particular, we present new encoding representation and fitness function that model the service selection and composition as an evolutionary search. We incorporate our approach in MOEA/D-STM and develop an evolutionary optimisation based service composition engine. Further, MOEA/D-STM based service composition engine supports different types of users requests and optimise the service composition plan for each category of users in a multi-tenant SaaS cloud. We have also incorporated this encoding representation in NSGA-II [27] for performing the comparative study. The experiment results show that the MOEA/D-STM outperforms NSGA-II in terms of quality of solutions and computation time.
3.1 Introduction

In the SaaS cloud environment, tenants may have a varied dimension of QoS and functional requirements for similar services (e.g., Sale CRM) [5]. In order to satisfy the tenants’ SLA requirements, application engineer chooses the suitable web services from the service pool in the SaaS cloud and then optimises the service composition plans for each category of the tenant. However, in the SaaS cloud environment, several functionally equivalent services are available with different QoS values. The selection of candidate services from the SaaS cloud that satisfy the QoS constraints (e.g., throughput, response time, and availability etc.) in the composition is viewed as an NP-hard multi-objective optimisation problem [112, 113] which takes a significant amount of time and cost to find the optimal service composition plans from the huge search space. This can be particularly challenging in the real-time deployment scenarios, that characterised by scale, the large number of multi-tenants, functionalities and varying QoS.

Furthermore, with an increasing interest of Service-Oriented Computing (SOC) community in the non-functional requirements-driven service composition [114, 115, 116], many research studies were published on the QoS, SLA or constraints-aware web service composition problems for a single-user system [3, 4, 117, 118, 119, 120]. However, these approaches have the limitations and would not be efficient for the emerging computing paradigms such as SaaS cloud. Further, instead of serving a single user, the SaaS cloud is capable of processing diverse requirements submitted by multiple tenants. But, the majority of these approaches have the limitations to support such diverse requirements. For example, these services compositions approaches tend to support the execution plans that search for service provisions of equivalent functionalities but with varying QoS and cost constraints to meet the tenants’ QoS requirements or respond to QoS changes dynamically. However, these approaches tend to ignore the fact that the multi-tenant service composition needs to provide variant service execution plans, each offering a customized plan for a given tenant with its functionalities, QoS and cost constraints.
To address the mentioned limitations, we propose a multi-tenant service composition approach using evolutionary optimisation. In a nutshell, the key contributions of this chapter are summarised as follows:

1. We contribute an evolutionary optimisation based multi-tenant service composition approach in the SaaS cloud.

2. We present a novel encoding representation and fitness evaluation strategy that explicitly considers the multi-tenant and QoS requirements in the SaaS cloud.

3. We propose a service composition engine accelerated by an evolutionary algorithm named MOEA/D-STM [26]. The service composition engine is capable of handling diverse requirements of multiple tenants and optimise the service composition plan for each tenant in the SaaS cloud.

4. We evaluate the service composition engine, specifically MOEA/D-STM performance on a real-world web service QoS dataset named WSDream [19, 38]. The results show that, in contrast to NSGA-II [27], the MOEA/D-STM achieves better performance and the solution quality for optimising service composition plans.

### 3.2 Motivating Scenario

We take Sales CRM (Customer Relationship Management) service as our motivating scenario that illustrates the challenges of multi-objective optimisation of multi-tenant service composition in the SaaS cloud [5]. Let us consider different types of tenants\(^1\) requests for the Sales CRM service, which is available in different service packages. For example, Salesforce [5] provides Sales CRM service in different packages namely professional, enterprise, and unlimited. These service packages are differentiated based on the number of functionalities in the service. In multi-tenant SaaS cloud, tenants can request for a different sales CRM service package based on their SLA requirements. The SaaS cloud facilitates

---

\(^1\)Tenants refer the end-users in the SaaS cloud
the Sales CRM service to multiple tenants according to their SLA requirements. Suppose, several tenants submit their requests to the SaaS cloud; in response to the requests, SaaS cloud returns the Sales CRM service package as per tenant’s specific SLA requirements. However, tenants may have the multi-dimensional QoS and functional requirements, one tenant may request for the high throughput despite the cost of professional service while another tenant is interested in getting enterprise service with lower response time and cost. In these scenarios, each tenant has diverse requirements, a service execution plan needs to be created for the tenant of each category by selecting suitable web service from the service pool.

Figure 3.1 depicts two different application instances (application workflow) of Sales CRM service namely professional and enterprise. These application workflows contain a different number of tasks (abstract services). In the SaaS cloud environment, several
functionally equivalent services are available with the different QoS (such as throughput and response time) values for attaining each task in the application workflow. Therefore, the selection of suitable candidate services from the SaaS cloud is a combinatorial optimisation problem [2] and become highly challenging when application engineer needs the dynamic optimisation of composing/re-composing the service execution plan for each category of user in the SaaS cloud.

3.3 Problem Formulation

According to the requirements discussed in Section 3.2, in this section, we formulate service composition problem and gives basic definitions of service composition in the multi-tenant SaaS cloud environment.

- **Definition 1**: Application Workflow indicates the set of abstract services \( A = \{a_1, a_2, a_3, ... a_n\} \) which are usually connected using sequential or parallel connectors. In such workflow, \( n \) indicates the total number of abstract services.

- **Definition 2**: A set of candidate concrete services for each of abstract service in the workflow \( CS = \{(cs_{11}, cs_{12}, ... cs_{1m}), (cs_{21}, cs_{22}, ... cs_{2m}), ... (cs_{n1}, cs_{n2}, ... cs_{nm})\} \); where \( m \) is the total number of candidate concrete services for \( a_n \) abstract service.

- **Definition 3**: A Service composition is represented by an application workflow \( A = \{a_1, a_2, a_3, ... a_n\} \). One concrete service from the set of candidate concrete service \( CS \) is selected to finish \( a_n \) abstract service in the application workflow \( A = \{cs_{1m}, cs_{2m}, ... cs_{nm}\} \).

- **Definition 4**: In multi-tenant service composition, suppose there are \( p \) application workflows \( A_p \) that consist \( n \) abstract services represented by \( A_{pn} = \{A_{1n}, A_{2n}, ... A_{pn}\} \).

- **Definition 5**: (QoS attributes) Suppose there are \( l \) QoS attributes in a service composition, \( Q_r, r = (Q_1, Q_2, .. Q_l) \) and \( Q_r \) attribute indicates the \( r^{th} \) non-functional property of the composite service.
3.4 QoS Computing Model for Service Composition

QoS attributes are the non-functional properties of a web service and these QoS need to consider for differentiating the service composition plan during the service selection process. Usually, multiple QoS attributes are considered in the service composition. In particular, we consider three QoS attributes for the service composition namely throughput, response time, and cost.

- **Throughput**: Throughput of a SaaS application is defined as the number of requests the application is able to process per second.

- **Response Time**: Response time of a SaaS application is defined as the time required to send a request and receive the response from the server.

- **Cost**: The execution cost of a SaaS application is the fee that a tenant need to pay for invoking operations.

The aggregate value of each QoS attribute involved in the process of service composition is computed based on the QoS aggregation functions in Table 3.1 [87, 121, 122].

<table>
<thead>
<tr>
<th>QoS Attributes</th>
<th>Sequence</th>
<th>Parallel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost (C)</td>
<td>$\sum_{i=1}^{t} C(s_i)$</td>
<td>$\sum_{i=1}^{t} C(s_i)$</td>
</tr>
<tr>
<td>Throughput (T)</td>
<td>$\min_{i=1}^{t} T(s_i)$</td>
<td>$\min_{i=1}^{t} T(s_i)$</td>
</tr>
<tr>
<td>Response Time (RT)</td>
<td>$\sum_{i=1}^{t} RT(s_i)$</td>
<td>$\max_{i=1}^{t} RT(s_i)$</td>
</tr>
</tbody>
</table>

where cost function ($\Sigma_{i=1}^{t} C(s_i)$) calculates the total cost of invoked web services ($s_i$) in the composition. Throughput function ($\min_{i=1}^{t} T(s_i)$) calculates the overall throughput of the composite application by choosing the web service which has minimum throughput among the invoked web services ($s_i$) in the composition. Both functions do not consider the connectors (sequence and parallel) impacts in the computation, specifically, how the web services are connected in the composition. Whereas, Response Time function ($RT(s_i)$) treats both connectors differently (i) the function ($\Sigma_{i=1}^{t} RT(s_i)$) combines the
response time of all web services \((s_i)\) connected using a sequential connector (ii) the function \((\max_{i=1}^t RT(s_i))\) choose the web service which has maximum response time among the invoked web services \((s_i)\) in the parallel connector.

Further, these QoS attributes can be exhibited in positive and negative criteria [2]. Service composition process should optimise the higher value for the positive QoS attribute (e.g., throughput, availability and reliability) and lower the values for the negative QoS criteria (response time, latency and cost etc.) [123]. Moreover, these QoS attributes have numerical values at the different scale of units. For example, response time is expressed in the milliseconds while reliability is expressed in the percentage. The opposite direction and the different scale units create the inconsistency for estimating the QoS of a composite service. To give the equal preference of all QoS attributes for computing the utility of a composite service, we calculate the normalized value of each QoS attributes in the range of \((0,1)\). Equation 3.1 is used to normalize the negative QoS attributes and positive QoS attributes are normalized using Equation 3.2 [2, 123].

\[
N(Q^-) = \begin{cases} 
\frac{Q_{\text{max}}^r - P}{Q_{\text{max}}^r - Q_{\text{min}}^r} & \text{if } Q_{\text{max}}^r \neq Q_{\text{min}}^r \\
1 & \text{if } Q_{\text{max}}^r = Q_{\text{min}}^r 
\end{cases} 
\] (3.1)

\[
N(Q^+) = \begin{cases} 
\frac{P - Q_{\text{max}}^r}{Q_{\text{max}}^r - Q_{\text{min}}^r} & \text{if } Q_{\text{max}}^r \neq Q_{\text{min}}^r \\
1 & \text{if } Q_{\text{max}}^r = Q_{\text{min}}^r 
\end{cases} 
\] (3.2)

Where \(Q_{\text{max}}^r\) and \(Q_{\text{min}}^r\) indicate the maximum and minimum values of the \(r^{th}\) QoS attribute of all candidate services involved in service composition and \(P\) is the current attribute value of a candidate service.
3.5 Modelling of Service Composition using Evolutionary Optimisation

In Sections 3.1 and 3.2, we discussed the multi-tenant service composition problem in the SaaS cloud. And then, the problem is formulated in Section 3.3 as an optimisation problem. This problem brings two challenging tasks (i) How to optimise different service composition plans for the multiple tenants (ii) How to achieve the QoS of service composition plans that satisfy each tenants’ requirements in SaaS cloud. Multi-Objective Evolutionary Algorithms (MOEA) are capable of dealing with these optimisation problems. Also, MOEA has been widely used by Service-Oriented Computing (SOC) community [112]. In this research, we adopt MOEA/D-STM (Stable Matching-based Selection in Multi-Objective Evolutionary Algorithm based on Decomposition) [26]. We provide a novel encoding representation which is discussed in the subsequent section.

3.5.1 Encoding representation

The important aspects of an evolutionary algorithms are its chromosomes and their representation because a chromosome capture all the relevant information required for a solution to the problem being considered [124]. A chromosome is represented by a vector of $a_n$ genes, where $n$ is the total number of abstract service in the service composition (application workflow). The formulation of a chromosome represents the composite service solution; in which a gene encodes the concrete service for each abstract service in the service composition that could be a possible candidate solution, as shown in Figure 3.2. Moreover, Figure 3.3 shows the solution representation encoded by the chromosome. The value of each gene represents which concrete service (its index value) has been selected for the corresponding abstract service such as abstract service $a_1$ selects the concrete service $CS_{1,16}$, abstract service $a_2$ selects the concrete service $CS_{2,12}$ and abstract service $a_3$ selects the concrete service $CS_{3,21}$ and so on.
Further, we use two types of application workflows (e.g., professional and enterprise) in our multi-tenant service composition model that are represented by a chromosome, as shown in Figure 3.4. In particular, we design the chromosome in such a way that it dynamically splits itself into two parts (e.g., sub-chromosome) during the optimisation process. The first part processes the four genes (e.g., \(a_1\) to \(a_4\)) of the chromosome for optimising professional service composition plan and the second part processes all genes of the chromosome for optimising an enterprise service composition plan. We incorporated this novel chromosome encoding into \textsc{MOEA/D-STM} and the current status of \textsc{MOEA/D-STM} is to support an independent execution of two application workflows and optimise them in each generation independently by applying genetic or problem-specific operators such as selection, crossover, mutation, and reproduction.

### 3.5.2 Optimisation process in \textsc{MOEA/D-STM}

The \textsc{MOEA/D-STM} is one of the most popular Evolutionary Algorithm (EA) for solving optimisation problems based on the principle of decomposing a Multi-Objective Optimisation Problem (MOP) into a set of scalar optimisation subproblems [26, 125]. \textsc{MOEA/D-STM} has
several advantages over other EA in terms of objective scalability, computational efficiency and better performance on combinatorial optimisation problems [26, 126].

In optimisation process, the service composition problem is model as a minimisation problem. In which, all QoS objectives values should be minimised during the evolutionary optimisation process. In particular, as part of an optimisation process, MOEA/D-STM maintains the population of the individuals that represent a candidate Service Composition (SC) solution. It uses Tchebycheff approach for decomposing MOP into $N$ subproblems and each subproblem has one solution in the current population [26]. Each subproblem is characterized by a uniform spread $N$ weight vectors ($\lambda$). The Tchebycheff approach finds the closest feasible solution $SC$ to an ideal point (commonly known as reference point) by measuring the distance between feasible solution $SC$ and ideal point as defined follows

$$D_{\lambda}(cs, q) = \min_{1 \leq i \leq m} \{\lambda_i |q_i(cs) - q_i^*|\} \quad (3.3)$$

Where $q_i$ and $\lambda_i$ are the QoS value and weight of the $i^{th}$ dimension of $n^{th}$ feasible solution $SC$ (sub-problem) respectively. For the $i^{th}$ dimension, $q_i$ indicates the good solution value from the set of all neighbour possible solutions of the $n^{th}$ subproblem.

Algorithm 1 describes the process of optimising $N$ subproblems and corresponding individuals in the set of population. We compute the Euclidean Distance between two weight vectors (sub-problems) and then form a group $B(i)$ of $T$ closest weight vectors. At each generation, randomly select two solutions (parent) from the $B(i)$ or the current
Algorithm 1: MOEA/D-STM

1 Initialize the population \( \mu \leftarrow \{ x^1, x^2, \ldots, x^N \} \), a set of weight vectors
   \( \lambda \leftarrow \{ \lambda^1, \lambda^2, \ldots, \lambda^N \} \), the ideal and nadir objective vectors \( z^*, z^{nad} \).

   /* Compute neighbour group \( B \) of \( T \) closest weight vector */
2 for \( i \leftarrow 1 \) to \( N \) do
3   \( B(i) \leftarrow \{ i_1, i_2, \ldots, i_T \} \), where \( \lambda_{i_1}, \lambda_{i_2}, \ldots, \lambda_{i_T} \) are the \( T \) closest weight vector to \( \lambda_i \)
4 end
5 while Stopping criterion is not satisfied do
6   \( p \leftarrow \emptyset \)
7   for \( i \leftarrow 1 \) to \( N \) do
8     /* Random selection of solution set between \( B(i) \) and \( \mu \) */
9     if \( (\text{rnd} < \text{neighbourSelectionProbability}) \) then
10    \( S \leftarrow B(i) \)
11   else
12     \( S \leftarrow \mu \)
13 end
14 /* Randomly select two solution from \( S \) */
15 \( x^a, x^b \leftarrow \text{parentSelection}(S) \)
16 /* Reproduction operations */
17 \( y \leftarrow \text{crossoverOperation}(x^a, x^b) \)
18 \( y' \leftarrow \text{mutationOperation}(y) \)
19 evaluate the fitness function value of \( y' \)
20 \( p \leftarrow y' \)
21 update the current \( z^* \) and \( z^{nad} \) objective vectors
22 end
23 \( e \leftarrow \mu \cup p \)
24 \( \mu \leftarrow \text{STM}(e, \lambda, z^*, z^{nad}) \)
25 end
26 return \( \mu \)

population. The crossover operation is applied on the selected parents with the crossover probability of 0.9 for producing a new offspring, the new offspring genes are mutated with the probability of mutation rate \( 1/n \) using polynomial mutation operator, where \( n \) indicates the number of genes in the individuals. Using Tchebycheff approach, we evaluate the fitness of new offspring against an individual in \( B(i) \) or the current population. If a new offspring indicates an improved solution quality then replace it with the unfeasible solution in the current population. After generating the new offspring population, \( STM \) maintains the diversity in search space by allocating most preferable parent solution to each subproblem in the current population. This reproduction process is repeated with
all genetic and STM operations until reaching the number of generations defined in the algorithm.

### 3.6 MOEA/D-STM Based Service Composition Engine

This section presents the Service Composition Engine (SCE) accelerated by an evolutionary algorithm named MOEA/D-STM. Figure 3.5 illustrates the overview of SCE. As can be seen, there are two levels of components, namely QoS dataset and service plan optimizer. The QoS dataset component stores the real-world web service QoS data (WSDream dataset [19, 38]) and classify the web service QoS values according to their functional properties. The service plan optimizer component is implemented using MOEA/D-STM and then a novel chromosome encoding presented in Section 3.5.1 is incorporated into MOEA/D-STM. Based on the feeding chromosome information, MOEA/D-STM interacts with the QoS dataset component and retrieves the relevant web services QoS values for performing optimisation process discussed in Section 3.5.2. Further, the service plan optimizer produced the set of optimal service composition plans, as shown in Figure 3.5. Currently, SCE supports to optimize the two different service composition plans for the application workflows named professional and enterprise. However, SCE is flexible in adding a varied number of services in the optimisation process to generate scalable service composition plans for satisfying the requirements of a new application workflow.
3.7 Evaluation

To evaluate the service composition engine, specifically, MOEA/D-STM algorithm performance, we design experiments to assess the performance (e.g., computational time and solution quality) of MOEA/D-STM by mean of comparing it with one of the most popular evolutionary algorithm (e.g., NSGA-II [27]). Specifically, our experiments aim to answer the following research questions.

- **RQ 3.1**: What is the computational time of the MOEA/D-STM comparing with the state-of-art NSGA-II?

- **RQ 3.2**: Whether MOEA/D-STM can achieve better solution quality than the state-of-art NSGA-II?

3.7.1 Experimental Setup and Results

For experimental purpose, we have used a Sales CRM system as our testing environment, which is formed as a service composition and also helps setting up the experimental parameters. Suppose, given Sales CRM service has two different application workflows which are connected using sequential and parallel connectors. Table 3.2 shows that the total number of abstract services are 4 in a professional workflow with one parallel connector, whereas an enterprise workflow contains 7 abstract services with two parallel connectors. We have used a diverse range of candidate concrete services (20 to 50) for attaining each abstract service in the workflow. Moreover, we used WSDream dataset, which records the QoS values of response time and throughput of 5825 real-world web services collected from 73 different countries [19, 38]. We picked 350 web services with valid response time and throughput values, which are randomly associated with the candidate concrete services. Further, we randomly partitioned these web services into 7 service categories corresponding to 7 different abstract services in the application workflows. We randomly generate the cost as an additional attribute added with each concrete candidate service. We conduct a
Table 3.2: Workflow Configuration (Note: AS—Abstract Service, CS—Concrete Service)

<table>
<thead>
<tr>
<th>Composition Workflow</th>
<th>Number of AS</th>
<th>Max. Number of CS per AS</th>
<th>Sequential Connector</th>
<th>Parallel Connectors</th>
<th>AS per Parallel Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional</td>
<td>4</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Enterprise</td>
<td>7</td>
<td>50</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.3: Parameters for the algorithms

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Values and Operators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>100</td>
</tr>
<tr>
<td>Crossover Operator</td>
<td>SBX Crossover with crossover probability 0.9</td>
</tr>
<tr>
<td>Mutation Operator</td>
<td>Polynomial mutation with mutation probability 1/n</td>
</tr>
<tr>
<td>Parent Selection</td>
<td>NSGA-II: Binary Tournament Selection</td>
</tr>
<tr>
<td></td>
<td>MOEA/D-STM: Random Selection</td>
</tr>
<tr>
<td>Max. Generation</td>
<td>1000 - Professional and 3000 - Enterprise</td>
</tr>
<tr>
<td>Neighborhood Size</td>
<td>20</td>
</tr>
<tr>
<td>Neighborhood Selection</td>
<td>0.9 Probability</td>
</tr>
<tr>
<td>Max. replaced solutions</td>
<td>2</td>
</tr>
<tr>
<td>Function Type</td>
<td>Tchebycheff (TCH)</td>
</tr>
</tbody>
</table>

comparative study on the MOEA/D-STM to NSGA-II based on the computational time and solution quality estimated by quality indicators. We have used the JMetal framework for implementing our approach in MOEA [127]. Moreover, JMetal framework provides the support of automatic calculation of quality indicators (e.g., HV, GD, Spread, etc.), thanks to JMetal community [128]. We used the same parameter setting for both algorithms, as shown in Table 3.3.

All experiments are conducted on the same machine with Intel Core i7 2.60 Ghz. Processor, 8GB RAM and Windows 10 x64.

3.7.2 Comparative Approach

To answer all the research questions, we examine the performance of MOEA/D-STM against the following evolutionary algorithm

• NSGA-II : We have used NSGA-II [27] as the underlying evolutionary algorithm for our comparative study because it is one of the most popular algorithm in the search-based software engineering community [129]. Further, we modelled the ser-
vice composition approach in NSGA-II with the similar workflow setting used in the MGEA/D-STM.

3.7.2.1 Metrics

We leverage the following metrics to assess the results:

- **Computational Time**: For the fair assessment of our evaluation study, all experiments were executed 30 times independently and the average measure is used for the evaluation study.

- **Quality Indicators**: Quality Indicator is used to assess the quality of a set of Pareto optimal solutions [130]. Particularly, it is an effective method that maps the Pareto solution set to a real number that indicates many aspects of the solution quality [131, 132]. In this study, we adopted two most widely used quality indicators namely Hypervolume (HV) and Generational Distance (GD).

- **QoS Attribute Values**: We selected the best value of throughput, response time and cost objectives from the solution set for 30 independent runs and average measure are used for the evaluation study.

3.7.3 RQ 3.1: Computational time-based comparisons

To answer the research question (RQ 3.1), we conducted two sets of experiments on the different workflows, namely professional and enterprise. Both experiments show the variation of execution time under the diverse range of candidate concrete services in the search space and the varied number of abstract services in the workflow.

**Execution Time vs. Number of Concrete Services** – We analyse the variations in execution time based on the number of candidate concrete services per abstract service in each composition workflow. We deployed 20, and 50 candidate concrete service for each abstract service in the professional and enterprise workflows respectively. In particular, Figure 3.6: (a) and (b) show that the execution time is increased over the number...
of candidate concrete service grows in the search space. However, both algorithms execution times are increased with respect to concrete service increment in the search space. Overall, MOEA/D-STM takes lower execution time than NSGA-II for both professional and enterprise workflows. We have a statistically sound conclusion, from the Kruskal Wallis test at the significant level of 5%, the P-value is less than 0.05 which strongly suggests that there is a significant difference in the mean of running time for both algorithms.

Answering RQ1: the running overhead imposed by both algorithms indicate that the MOEA/D-STM outperforms NSGA-II.

3.7.4 RQ 3.2: Assessment of Solutions Quality

To assess the solution quality obtained from 30 independent runs of MOEA/D-STM and NSGA-II, we choose two widely used performance indicators, namely Hypervolume (HV) and GD [133, 134]. These indicators are used to evaluate the convergence and diversity of Pareto solution set [132].

• Quality Indicators: HV calculates the volume of the dominated portion of the objective space [134]. GD determines the convergence by computing the average
Table 3.4: Mean value of HV and GD for professional and enterprise workflow

<table>
<thead>
<tr>
<th>Composition Workflow</th>
<th>MOEA/D-STM</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HV</td>
<td>GD</td>
</tr>
<tr>
<td>Professional</td>
<td>2.07E-03</td>
<td>2.88E-01</td>
</tr>
<tr>
<td>Enterprise</td>
<td>1.06E-04</td>
<td>2.69E-01</td>
</tr>
</tbody>
</table>

Table 3.5: QoS achieved by algorithms on professional and enterprise workflow

<table>
<thead>
<tr>
<th>Evolutionary Algorithm</th>
<th>Professional</th>
<th>Enterprise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TH</td>
<td>RT</td>
</tr>
<tr>
<td>MOEA/D-STM</td>
<td>41.32</td>
<td>0.12</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>37.98</td>
<td>0.28</td>
</tr>
</tbody>
</table>

distance of the obtained solutions points from the Pareto Front (PF) [134, 135].

Figure 3.7 and Figure 3.8 show the standard statistic boxplot about the HV and GD values obtained from the 30 independent runs of MOEA/D-STM and NSGA-II for the composition workflow professional and enterprise, respectively. Further, Table 3.4 shows the mean of HV and GD, which are obtained from the 30 repeated runs. The higher mean value of HV and the lower mean value of GD are desirable, and they also show that the algorithm finds a good approximation to the PF [131, 132]. The results of professional in Figure 3.7 and Table 1 3.4 show that the MOEA/D-STM achieved better values of HV and GD than NSGA-II. Moreover, enterprise workflow results in Figure 3.8 shows that MOEA/D-STM yielded a better value of HV than NSGA-II but slightly degrade the value of GD. Overall, MOEA/D-STM achieved better results over NSGA-II. We have a statistically sound conclusion, from the Kruskal Wallis test at the significant level of 5%, the P-value is less than 0.05 which strongly suggests that there is the difference in mean of HV and GD; between the MOEA/D-STM and NSGA-II.

• QoS Attributes Values : We obtained the best value of throughput, response time and cost objectives from the Pareto optimal solution set of candidate service composition for the 30 independent repeated runs and mean value of each objective is used in the evaluation study. Table 3.5 shows that the MOEA/D-STM retrieved
Figure 3.7: HV and GD yields MOEA/D-STM and NSGA-II on the application workflow

Figure 3.8: HV and GD yields MOEA/D-STM and NSGA-II on the enterprise workflow

better throughput and response time on the lower cost than NSGA-II for both the workflow: professional and enterprise.

Answering RQ 3.2: Both the quality indicators and objective values of QOS attributes indicate that the set of Pareto optimal solution obtained from the MOEA/D-STM has better solution quality than the NSGA-II.
3.8 Summary

Existing approaches for services composition tend to be limited when addressing multi-tenant service composition in the SaaS cloud. This is due to the fact that they are not fundamentally designed for the dynamic provision of variant execution plans, each offering a customized plan for a given tenant with its functionality, QoS and cost requirements. Additionally, these approaches can fail to scale with the number of tenants, their varying functionalities, QoS and cost, rendering them unfit for real-time dynamic composition and recomposition scenarios. To address this problem, we proposed multi-tenant service composition engine goes beyond the state-of-art to envision scenarios, where variants of functionalities can be supported. We model service composition as an evolutionary optimisation problem with a novel encoding representation. For evaluating the effectiveness of our approaches, we conducted several experiments, and our results shown that the MOEA/D-STM outperforms NSGA-II in terms of performance and quality of solutions.
Chapter 3 produced the service composition engine accelerated by an evolutionary algorithm. In this chapter, we take advantage of the service composition engine through integrating into our framework. In particular, we target the problem of service recomposition in the SaaS dynamics — specifically in the given changing workload from the tenants; thus, it is not uncommon for a service composition running in the multi-tenant SaaS cloud to encounter the problem of under-utilization and over-utilization on the component services. Both cases are undesirable and it is therefore nature to mitigate them by recomposing the services to a newly optimized composition plan once they have been detected. However, this ignores the fact that under-/over-utilization can be merely caused by temporary effects, and thus the advantages may be short-term, which hinders the long-term benefits that could have been created by the original composition plan, while generating unnecessary overhead and disturbance via recomposition. In this chapter, we propose DebtCom, a framework that determines whether to trigger recomposition based on the technical debt metaphor and time-series prediction of workload. In particular, we propose a service debt model, which has been explicitly designed for the context of service composition, to quantify the debt. Our core idea is that the recomposition can be unnecessary if the under-/over-utilization only cause temporarily negative effects, and the current composition plan, although carries
debt, can generate greater benefit in the long-term. We evaluate DebtCom on a large scale service system with up to 10 abstract services, each of which has 100 component services, under real-world dataset and workload traces.

4.1 Introduction

A composite service in the multi-tenant SaaS cloud would inevitably operate under dynamic changes on the workload from the tenants, and thus it is not uncommon for the composition to encounter the problem of under-utilization and over-utilization on the component services [6]. However, the workload of composite service can be changed rapidly during execution, causing dynamic behaviour of the composite service. On the one hand, an increasing workload can rise over-utilization for the component services within a composite service, which in turns, would negatively affect the Quality of Service (QoS) and violate the Service Level Agreement (SLA) [136]. On the other hand, the decreasing workload may lead to under-utilization of the capacity of component services, reducing the revenue that has been achieved as the infrastructural resources also impose a monetary cost. All those bring a challenging task: when to (re)compose the component services such that the service utility over time is maximized?

While the problem of service recomposition (or reconfiguration) has been widely studied [14, 16, 104, 137, 138, 139], existing research studies have ignored a perhaps obvious, but complicated fact: a short-term degradation of the utility may not necessarily be a bad results; in fact, it can be the source that stimulates largely increased utility in the long term. For example, under-utilization could be desirable temporarily in order to prepared for a largely increased workload for the long-term. Similarly, over-utilization may be acceptable in short time, as long as the workload is only a ‘spike’ and the loss can be paid off by the long term benefits. Simply ignoring such fact is non-trivial, because despite triggering recomposition immediately upon over-/under-utilization my have short-term advantages, it can easily create instability and hinder the possibility of achieving higher
benefits for the composite services in the long-term.

To address the mentioned challenges and limitations, we contribute to an economic-driven approach, namely DebtCom, for triggering dynamic service recomposition leveraging the principle of technical debt [140]. In this chapter, we propose:

- We introduce technical debt as a novel metric for dynamic service recomposition. Further, we identify some critical situations or the sources in the service operating environment that significantly contributes the technical debt.

- We tailor a time-series forecasting method, namely ARFIMA model, into the debt model for predictably learning future debt.

- We propose a service debt model that explicitly maps the concept of technical debt in the context of service composition. Such a model is capable of quantifying both good and bad debt.

- The proposed service debt model, enhanced by the time-series prediction, allows us to build a utility model based on which an algorithm is proposed to equip DebtCom with the ability to decide whether to trigger recomposition, considering long-term benefits. In particular, the trade-off between short-term advantages and long-term benefits can be controlled by a single value $k$.

4.2 Preliminaries

4.2.1 Technical Debt

Technical debt is a widely recognized metaphor in software development [8, 9, 54, 141]. Its core idea is to describe the extra cost incurred by actions that compromises long-term benefits of the developed software, e.g., maintainability, in order to gain short-term advantages (e.g. timely software release).
The technical debt metaphor was initially introduced by Cunningham [7] in the context of agile software development, where the definition is described as:

"Shipping first-time code is like going into debt. A little debt speeds development so long as it is paid back promptly with a rewrite. The danger occurs when the debt is not repaid. Every minute spent on not quite right code counts as interest on that debt."

In this regards, technical debt is often used as an economic-driven decision approach for communicating technical trade-off between short-term advantages and long-term benefits in the software projects [140, 142, 143].

Intuitively, technical debt makes an analogy with financial debt as described in economics [144, 145]. Often, financial debt is employed to refer to the initial loan and the interest that accumulated over time. In this regards, technical debt leverages the similar concept of principal and interest; for example, the situation in which development team decides to take shortcuts (e.g., by skipping some technical tasks in software development) for getting benefits in terms of releasing timely software product [146]. In this case, technical debt denotes the cost of the fact that some tasks are skipped and interest that may incur due to the extra cost of maintaining the software. Despite the similarities on the concepts, technical debt metaphor is not treated in the same way as the financial debt, because the interest associated with technical debt may or may not be paid off [52, 144]. However, the intuitive nature of technical debt allows the software engineers to reason about the trade-off between the related short-term advantages and long-term benefits, aiming to make informed decisions based on when (or whether) the technical debt can be paid off [147, 148].

### 4.2.2 Motivating Scenario

As shown in Figure 4.1 the SaaS provider leases the IaaS providers infrastructure and deploy several functionally equivalent web services into different computing capacities (e.g., container) at IaaS platform. According to an overall workflow of abstract services, the component services are selected and composed together, each of which matches the func-
tional requirement of an abstract service, to form a service composition. The component services for an abstract service implement similar functionalities in the SaaS cloud but offer diverse levels of Quality of Services (QoS). The goal is to improve the QoS of the composite service, since there is a SLA that specific penalty for any violation. At the same time, low operation cost of the service composition is also desirable.

![Composite Service Diagram](image)

**Figure 4.1: An example scenario**

Given the changing workloads from tenants in this context, under-/over-utilization on each of the component services are likely to occur. In particular, under-utilization would spend less cost on the component services but could negatively affect the overall service revenue. In contrast, over-utilization could be good sometime for complying SLA, but it would incur unnecessary cost. Simply trigger recomposition as soon as over-/under-utilization is detected that may provide short-term advantages to resolve the situation to some extends, but it could also hinder the long-term benefits that could have been created by the original composition plan, creating extra operation cost, and more importantly, generating instability. In contrast, doing nothing may suffer the risk that the situation...
would not change at all. The essential point is that, regardless to the negative effects and accumulated costs, both cases could be accepted as long as the cost can be paid off by benefit in the long-term. However, the fundamental difficulty is how to quantify such cost and benefit, especially taking into account the trade-off between short-/long-term effects.

In this regards, the technical debt metaphor naturally supports intuitive understanding and quantification on the trade-off between short-term advantages and long-term benefits for the service recomposition. In particular, the over-/under-utilization caused by the current composition plan can be viewed as debt, which may be temporarily and intentionally accepted as long as they can be cleared and start to create added values by a reasonable point in the long-term. However, the fundamental challenges are to identify what type of technical debt the service composition has (e.g. good or bad)?; how much debt has been incurred? and when it will be paid off for improving overall utility?; and finally to answer the question of when to trigger recomposition? These questions motivate the need of DebtCom, a technical debt-aware framework for recomposing services, which we propose in this chapter.

4.3 Technical Debt at Service Composition Level

In service composition, there are many situations when a composite service requires recomposition due to SLA violations, service failure, insufficient service revenue than operating cost (business objective), or QoS fluctuations, etc. [14, 16]. In this regard, we argue that the technical debt could be associated with an inappropriate engineering decision or poorly justified run-time decision of service recomposition that carries short-term advantages in terms of improving instant service utility but not geared for long-term benefits or future value creation in the composition. A little debt is not always bad if it can help the developers to speed the development process [56]. We look this argument as a valid point in service recomposition for creating values and avoiding unnecessary recomposition. This is of high significance as recomposition comes with an operation cost, especially in the
SaaS cloud where the underlying resources are leased. Notably, technical debt could be incurred intentionally in service composition when we decide to defer the recomposition decision at time $t_1$ and take into account the possibility of generating future values in the current service composition plan, as shown in Figure 4.2. Moreover, it may be possible to intentionally incurred the technical debt, which is accumulated over time, for a period (e.g., $t_1, ..., t_n$), because at each point in time (e.g., $t_1, t_2, t_3, ..., t_n$), the debt may be increased or decreased due to dynamic changes in the requests workload generated by users in the SaaS cloud. We may accept such time-varying debt in a way to consider the future demand for scaling-up the service capacity that transforms the accumulated debt into future value. As a result, technical debt-aware decision saves unnecessary service recomposition cost and improve the composite service utility in the SaaS execution environment.

On the other hand, unintentional technical debt may be the consequences of the inappropriate or poorly justified runtime service recomposition decisions that produce weak composite service; which fails to process an incoming requests workload in a dynamic environment. Consequently, weak composite service violates the end-user SLA and the cost of penalty against each request violation could be count as interest over the incurred debt.
technical debt. In this case, unintentional technical debt indicates the cost of efforts required to maintain end-user SLA by recomposing a new service composition plan to get better service utility value in changing request workload or to reduce the debt in the current service composition as shown in Figure 4.3. However, it is a rare condition when all participating component services (web services) in the service composition are meeting the full utilization of their capacity. Therefore, technical debt always exists during service composition. Our objectives are to reduce the technical debt and avoid unnecessary recomposition towards improving composite service utility.

4.3.1 Technical Debt Indicators

Technical Debt Indicators (TDI) consist information about what type of technical debt (good or bad debts) is, why and when was incurred, how much debt was estimated, when it will be pay off in the future [147]. We identified following key TD indicators in service composition [6].

1. **SLA Violation**: SLA violation constitutes the unintentional technical debt in service composition. When a composite service does not satisfy the predefined
response time mentioned in end-users SLA, then a penalty cost against each request violation would be counted as interest over the incurred technical debt.

2. **Runtime decisions**: An inappropriate or poorly justified runtime decisions for service recomposition may lead the technical debt in a way to select unsuitable component services for composing a new composite service which can not support the scalability requirements in changing requests workload.

3. **Service utility**: Service utility constitutes the technical debt when a composite service is sub-optimal from the utility point of view. For example, a sub-optimal composite service can incur an intentional debt by getting service scalability benefits in the future.

### 4.3.2 Technical Debt Classification

A decision making needs to know the nature of accumulated debt in terms of good or bad debts [140][6]. We describe the good and bad debts from the composite service perspective and identifying their consequences.

1. **Good Debt**: A good technical debt in service composition is viewed as time-sensitive moving target that needs to monitor for transforming the accumulated debt into future value creation [6]. For example, Figure 4.4 shows that a composite service is underutilized in a way to deliver more than the required demand of the users at time $t_1$ and intentionally accumulates the debt for a time period (e.g., $t_1$ to $t_n$). We may accept such debt in a way to consider the future demand for scaling-up the service capacity that transforms the accumulated debt into future values.

2. **Bad Debt**: A bad debt in service composition may lead the situation of continuous under-utilization of composite service and will not be able to pay off the accumulated debt in the future as shown in Figure 4.5 [6]. As consequences, such accumulated
Figure 4.4: Example of Good Debt

debt negatively impacts the service utility that needs to manage by taking proactive decisions.

4.4 Time-Series Prediction of Service Workload

Proactive decision making is not uncommon, especially in the software development context where the concept of technical debt was originally created [7]. Often, the fact of whether a debt can be paid off depends on the present and future cost of the debt [147]. This is also an equivalent and important concept in our research, and therefore we seek to predict the future workload of the component services, which in turn, enabling proactive decision making for debt-aware recomposition.

In DebtCom, we use Autoregressive Fractionally Integrated Moving Average model (ARFIMA) [21], a widely used time-series model that guarantee the prediction accuracy when a time-series contains long memory pattern, to predict the workload of each component service.
Figure 4.5: Example of Bad Debt

The workload prediction is required to capture an instant fraction of time (e.g., seconds), in which a request is either processed successfully or failed (SLA violation). Therefore, a time-series data (e.g., requests workload data) should handle such time patterns and the length of time-series interval can be adjustable to better fit the estimation. Accordingly, we prepared the data at each time point to contain a number of observed requests at each time interval (e.g., second) and feed this time-series data as an input to the ARFIMA for predicting the future requests workload at every timestep. The general expression of ARFIMA \( (p, d, q) \) for the process \( X_t \) is written as:

\[
\Phi(B)(1 - B)^d X_t = \Theta(B)\varepsilon_t
\]  

(4.1)

where \((1 - B)^d\) is the fractional differencing operator and the fractional number \(d\) is the memory parameter, such that \(d \in (-0.5, 0.5)\). \(\Phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \ldots - \phi_p B^p\) is the autoregressive polynomial of order \(p\) and \(\Theta(B) = 1 + \theta_1 B + \theta_2 B^2 + \ldots + \theta_q B^q\) is the moving
average polynomial of order \( q \) in the lag operator \( B \). The operator \( B \) is the backward shift operator; \( BX_t = X_{t-1} \) and \( \varepsilon_t \) represent the white noise process.

The prediction process in DebtCom is written ARFIMA \((p, d, q)\) process, in which we estimate the value of memory parameter \( d \) using \texttt{fdGPH()} function from the R \texttt{fracdiff} package [149]. Specifically, the value of memory parameter \( d \) must be between -0.5 and 0.5 that confirms the long memory patterns in time-series [150, 151]. The value of \( p \) is the autoregressive order that indicates the number of differenced lags appearing in the forecasting equation, and \( q \) is the moving average order that shows the number of lagged forecast error in the prediction equation. The values of \( p \) and \( q \) are identified based on the autocorrelation function and partial autocorrelation function, respectively, as supported by the \texttt{fdGPH()} function. After parameter estimation, we fit the ARFIMA model and evaluate the prediction accuracy using Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) [152].

4.5 Service Debt Model

To quantify the debt at the service composition level in the SaaS cloud, we adopt the notions of principal and interest [144, 147] from technical debt metaphor into a contextualized model for the analysis. In Section 4.3, we extensively discuss the technical debt in the context of service composition. Now we are in the position to present a formal model namely service debt which connects these notions such that they are made readily available to our problem.

**Service debt:** The service debt is a transformation of the technical debt concept, particularly for the context of service composition in the SaaS cloud. Similar to the technical debt, it quantifies the debt incurred for a certain period of time. In particular, it has two major components:

- **Recomposition principal:** This is the one-off cost of the processes that related to recompose a new set of component services.
• **Accumulated interest**: This is the cost of over-/under-utilization caused by workload changes, QoS fluctuation and inappropriate composition plan. The actual cost can be related to the penalty of SLA violation or the rented resources have not been fully utilized.

### 4.5.1 Recomposition Principal

In the context of service composition, we use principal to denote the invested cost of recomposing the entire composite service for improving service utility. The principal can be derived from the resources usages, such as the CPU time or the efforts spent by software engineer for the decision making of the service composition. Specifically, we compute the principal for recomposing a service using Equation 4.2:

\[
Principal = E \times C_{cpu}
\]  

(4.2)

Suppose that the recomposition process requires 2 seconds (denoted as \(E\)) and the execution cost of CPU is $0.0025 per second (denoted as \(C_{cpu}\)), then it takes a principal as \(2 \times 0.0025 = $0.005\). The time for recomposing the services can be easily known by averaging the time for previous rounds of recomposition.

### 4.5.2 Accumulated Interest

An interest can be accumulated over time on the component service which may be under-utilized or over-utilized. In such context, the interests may be accumulated over time on the \(y\)th component service for the \(x\)th abstract service (denoted as \(CS_{xy}\)). For such a component service, the interests accumulated from the last recomposition time \(m\) to \(n\) can be derived from the actual service capacity (i.e., service throughput denoted as \(T\)) and the workload at time \(t\) (i.e., \(W_t\)), which may be the actual workload or predicted one.
from Equation 4.1, as shown below:

$$\text{Int} (CS_{xy})_{m,n} = \begin{cases} 
\sum_{t=m}^{n} ((T - W_t) \times C) & \text{if } W_t \leq T \\
\sum_{t=m}^{n} \left( \frac{W_t}{T} - R_{SLA} \right) \times P & \text{otherwise}
\end{cases}$$

(4.3)

Clearly, the interests are different depending on two different scenarios of utilizing the capacity of a component service:

- **(a) Service under-utilization:** When the component service is under-utilized, i.e., the workload is smaller than or equals to the capacity of component service ($W_t \leq T$), interest can be calculated as the accumulated cost of unused service capacity. For example, on a component service, suppose that the execution cost of processing each request is $0.00015$ (denoted as $C$), and a component service has the capacity to process 55 requests per second while the workload on this component service is 48 requests per second. Assuming that the accumulated interests till now is $1.02$, then this component service will carry the interest as $1.02 + (55-48) \times 0.0015 = 1.0305$.

- **(b) Service over-utilization:** When the component service is over-utilized, i.e., the workload is greater than the capacity of component service ($W_t > T$), the SLA requirement on the response time (denoted as $R_{SLA}$) would often be violated [153], and thus a penalty rate (denoted as $P$) would be used to compute the extra cost to be paid. Suppose again, for a component service, that the accumulated interests till now is $1.02$, and that a given SLA contains the requirement of 2 seconds response time and the penalty rate of response time violation is $0.0025$ per second. Now, assuming that the average service response time, derived from the workload and its capacity, is 3.5 seconds, then the interest would be $1.02 + (3.5-2.0) \times 0.0025 = 1.0237$.

Finally, from the last recomposition time $m$ to time $n$, the accumulated service debt (denoted as $D_{m,n}$) of a decision of recomposing the services can be identified and estimated.
according to the principal and accumulated interests, as shown in Equation 4.4:

\[ D_{m,n} = \text{Principal} + \sum_{x=1}^{h} \text{Int}(CS_{xy})_{m,n} \]  

(4.4)

where \( h \) is the total number of abstract services and \( CS_{xy} \) is the selected component service (e.g., suppose that it is the \( y \)th component service) for the \( x \)th abstract service.

### 4.6 Debt-Aware Recomposition

Deriving from the model of service debt, together with the time-series prediction, we developed a technical debt-aware decision approach to recompose services as part of DebtCom. In this approach, the service debt model is used to quantify the debt and utility for the period since the last recomposition. The quantified results would be used to compare with the quantification of future debt and utility, supported by the time-series prediction, and thereby taking into account the long term utility. The outcome is then used to trigger the optimisation of recomposition plan if there is needed.

#### 4.6.1 Utility Model

To this end, quantifying the utility of service composition is important. To begin with, the revenue and the operation cost, which are fundamental parts in the utility of service composition, can be computed as follows:

\[ R(CS_{xy}) = W_t \times C_{tenants} \]  

(4.5)

\[ C(CS_{xy}) = W_t \times C \]  

(4.6)
whereby $W_t$ indicates the requests workload at time $t$, $C_{tenants}$ is the charge to the tenants per request, which directly contribute to the revenue generated by the composite service. $C$ is again the cost per request to the SaaS provider for using a component service and its infrastructure.

The utility at the $n$th timesteps, denoted as $U_n$, can be calculated as:

$$U_n = \sum_{x=1}^{h} R(CS_{xy}) - \sum_{x=1}^{h} C(CS_{xy}) - D_{m,n}$$

(4.7)

where $x$ is again the total number of abstract services. In particular, such an equation can measure the actual utility of the service composition at time $n$, including the service debt accumulated from time $m$ to $n$. Further, with the support of the time-series prediction, the utility can be used to quantify the future timesteps.

### 4.6.2 Good and Bad Debt

Our debt-aware trigger leverages on the notions of good and bad debt to drive the recomposition. According to our definition about the good and bad debts in Section 4.3.2, the debt depends on the service utility and service debt over a period of time. In particular, the current service debt from the period between the last recomposition point (time $m$) and $n$, denoted as $D_{m,n}$, is good or bad with respect to a future time $n + k$ can be determined as follows:

$$D_{m,n} = \begin{cases} 
D_{bad} & \text{if } U_n > U_{n+k} \text{ and } D_{m,n} < D_{n,n+k} \\
D_{good} & \text{otherwise}
\end{cases}$$

(4.8)

whereby $U_n$ and $D_{m,n}$ is the utility for time $n$ and service debt from the last point of recomposition $m$ to time $n$, receptively. Similarly, $U_{n+k}$ and $D_{n,n+k}$ are respectively the estimated utility at time $n + k$ and service debt between time $n$ and time $n + k$. When $U_n < U_{n+k}$ and $D_{m,n} > D_{n,n+k}$, the implication is that the estimated utility and
accumulated service debt between $n$ and $n+k$ would become better, therefore the current service debt should be accepted. This is because the service debts would be paid off by time $n+k$, leading to an anticipated improvement on the overall utility. Otherwise, the service debt would not be paid off at time $n+k$, in which case another recomposition process should be triggered to seek alternative breakthrough.

### 4.6.3 Trigger and Decision Making of Recomposition

Deriving from the service debt model and time-series prediction, the basic idea of the debt-aware trigger in DebtCom is that if the current debt (at time $n$) is ‘good’ with respect to a future point in time, denoted as $n+k$, then no recomposition is needed. Otherwise, a recomposition should be triggered at the furthest future point from time $n$ to $n+k$ by which the current debt is considered as ‘good’, as this is the longest period of time before the current debt becomes bad.

The algorithmic procedure of the Debt-Aware Recomposition Trigger and decision making process have been shown in Algorithm 2, which runs on the next timestep after each recomposition triggered. As can be seen, we calculate the utility since the last recomposition point till now as the current utility, denoted as $U_n$; the service debt for the same period is denoted as $D_{m,n}$ (line 4-5). Likewise, by leveraging the time-series prediction up to the future timestep $n+k$, the utility at time $j$ ($n < j \leq k$) and service debt up to that timestamp can be estimated, denoted as $U_j$ and $D_{n,j}$, respectively (line 7-8). From the current time $n$ to a future timestep $n+k$, comparing the above utilities and service debt values allow us to verify the need of recomposition based on the future opportunity on value creation at each point in time in the future, as shown at line 9. In particular, if the accumulated debt $D_{m,n}$ is recorded as ‘good’ with respect to a future timestep $n+k$, then no further action is required (line 18-20) and the loop breaks.

Otherwise, the $D_{m,n}$ would be recorded as ‘bad’ with respect to $n+k$ (line 10-12), in which case the loops continue backwards till time $n+1$, and the recomposition would be triggered at the furthest timestep based on which the $D_{m,n}$ is considered as ‘good’
Algorithm 2: Debt-Aware Recomposition Trigger

1. **Input**: $W_c, W_j, P_c, S$
   /* $W_c$: Current workload, $W_j$: Predicted workload at time $j$, $P_c$: current composition plans, $S$: Set of possible composition plans */

2. **Output**: $P_j$
   /* $P_j$: Optimized composition plan for time $j$ */

3. **Initialization**:
   - $U_n \leftarrow 0$
   - $D_{m,n} \leftarrow 0$
   - $U_j \leftarrow 0$
   - $D_{n,j} \leftarrow 0$
   - $D_{good} \leftarrow 0$
   - $D_{bad} \leftarrow 0$
   /* $U_n$ and $D_{m,n}$ are the current utility and debt from last point of recomposition time $m$ to current time $n$; $U_j$ and $D_{n,j}$ are the predicted utility at $j$ and debt from time $n$ to $j$, where $n < j \leq n + k$; $D_{good}$ and $D_{bad}$ are the counter of good and bad debt, respectively */

4. $D_{m,n} \leftarrow \text{calculateDebt}(P_c, W_c)$
   /* using equation (4.2), (4.3) and (4.4) */

5. $U_n \leftarrow \text{calculateUtility}(P_c, W_c, D_{m,n})$
   /* using equation (4.5), (4.6) and (4.7) */

6. **for** $j \leftarrow n + k$ **to** $n + 1$ **do**
7.   $D_{n,j} \leftarrow \text{calculateDebt}(P_c, W_j)$
8.   $U_j \leftarrow \text{calculateUtility}(P_c, W_j, D_{n,j})$
9.   **if** $(U_n > U_j \text{ and } D_{m,n} < D_{n,j})$ **then**
10.   /* using equation (4.8) */
11.      **if** $j == n + k$ **then**
12.         $D_{bad} + +$
13.         **end**
14.      **if** $j == n + 1$ **then**
15.         $S'_{demand} \leftarrow \frac{W_j}{j - n}$
16.         $P_j \leftarrow \text{optimize}(S, S'_{demand})$
17.         **end**
18.      **else**
19.         **if** $j == n + k$ **then**
20.             /* No recomposition needed */
21.             $D_{good} + +$
22.         **else**
23.             $S'_{demand} \leftarrow \frac{W_j}{j - n}$
24.             $P_j \leftarrow \text{optimize}(S, S'_{demand})$
25.         **end**
26.         **break**;
27.      **end**
28.  **end**
29. **end**
30. **return** $P_j$
(line 20-23). If all the timesteps between \( n \) and \( n + k \) would make \( D_{m,n} \) ‘bad’, then the recomposition happens at the next timestep \( n + 1 \) (line 13-16).

Here, the actual recomposition process is based on the search-based evolutionary optimisation, as derived from our previous work [23]. It is worth noting that, the \( k \) value controls the preference between short-term advantages and long-term benefit. A larger \( k \) implies stronger preference towards long-term benefit, in which case it is likely that less number of recompositions is required but could intentionally accept more bad debt. On the other hand, smaller \( k \) favors short term advantages by taking relatively immediate recomposition, which could hinder the benefits in long-term and generate too much operation cost. Indeed, it is possible that the benefit of DebtCom can be related to \( k \), and therefore in Section 4.8.8, we experimentally examine the sensitivity of DebtCom to \( k \) in terms of both the utility and running time.

### 4.7 Architecture of DebtCom

This section presents the architecture of DebtCom for debt-aware service composition in SaaS cloud. This architecture is designed into three hierarchical levels: `runtime management level`, `Service execution level`, and `Back-end process and data repositories level` as shown in Figure 4.6. Briefly, in the following, we discuss the general interaction between the components of these levels.

#### 4.7.1 Runtime Management Level

In the SaaS cloud, the end-users can be distinguished based on what type of SLA they have retained, which is often handled by the `Service Broker`. At this level, the services offered by SaaS provider have been designed into a abstract business workflow. Moreover, abstract business workflow represents the interaction of services in the composition structure. At runtime, `Service Broker` invokes the business process workflow component based on the request type. The `Adaptation Manager` is the core component where our debt-aware
trigger is implemented. In particular, it is responsible for carrying out runtime adaptation action (e.g., service recomposition) while determining the need of a new composite service plan in order to meet the end-users requirements. As shown in Figure 4.6, Adaptation Manager comprises three sub-components: Adaptive Controller, SLA Monitor and TD Monitor. Here, the SLA Monitor observes the runtime behaviour of service composition and proactively captures dynamic changes (e.g., workload or arrival/departure of users in service pool) in the execution environment that may contribute to SLA violation. Similarly, the TD Monitor examines the running service composition from a debt point of view by using the service debt model discussed in Section 4.5. In particular, the TD Monitor continuously observes the accrued debt and service utility carried by a currently executed service composition plan. Furthermore, it interacts with the Request Predictor from the lowest level, supported by time-series prediction, for monitoring the predicted workload over the composite service, based on which the proactive estimation of the future service debt and utility becomes possible.
Finally, the *Adaptive Controller* takes the information from the *SLA Monitor* and *TD Monitor*, after which it determine whether to trigger the recomposition based on the the approach discussed in Section 4.6.

### 4.7.2 Service Execution Level

When a recomposition is indeed required, this level enables runtime decision making for optimizing the composition plan and invokes component services in the service composition. The *BPEL Engine* is a software platform (e.g., WSO2 BPS) that executes the business process [154, 155], which represents the composite service produced by the *Service Execution Planner* as requested by the *Service Broker*. The *Service Execution Planner* also dynamically binds the end-users’ request to the endpoint that exposes the service operation. The service endpoints are identified and selected from the *Concrete Web Service* pool based on the service composition plan generated by the *Composition Engine*.

In *DebtCom*, we design the *Composition Engine* based on our prior work [23], which is an evolutionary algorithm based optimisation approach. It is worth noting that the *Composition Engine* is triggered only when the *Adaptation Manager* from the above level requires a new composition plan.

### 4.7.3 Back-end Process and Data Repository Level

Here, as discussed in Section 4.4, the *Request Predictor* examines the past patterns of requests workload (*Requests Log*) generated by the system and predicts the requests workload over the executed composite service. The QoS values of each component service are stored in the *Web Service QoS Data* repository (e.g., WS- Dream QoS dataset [19]).
Table 4.1: Parameters of the experiments

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Numerical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{cpu}$: Recomposition cost (e.g., engineering efforts plus CPU execution cost)</td>
<td>0.0025 ($)</td>
</tr>
<tr>
<td>$C$: Per request execution cost</td>
<td>0.0015 ($)</td>
</tr>
<tr>
<td>$C_{tenants}$: Per request tenant’s cost</td>
<td>0.0025 ($)</td>
</tr>
<tr>
<td>$P$: Penalty per request</td>
<td>200% of its cost</td>
</tr>
<tr>
<td>$R_{SLA}$: Response time (SLA)</td>
<td>1 seconds</td>
</tr>
</tbody>
</table>

4.8 Experimental Evaluation

In the experiments, our goal is to assess the effectiveness of DebtCom in contrast to the baseline and state-of-the-art approaches for service composition in SaaS cloud. Further, we seek to understand whether the individual components of DebtCom, i.e., the time-series prediction and the debt-aware trigger, can indeed create benefit. Specifically, our experiments aim to answer the following research questions.

- **RQ 4.1:** How accurate does DebtCom predict the workload?
- **RQ 4.2:** Whether DebtCom can outperform the traditional baseline approach?
- **RQ 4.3:** In contrast to the state-of-the-art, whether the time-series prediction and the debt-aware trigger in DebtCom can create benefit individually?
- **RQ 4.4:** What is the running overhead of DebtCom?
- **RQ 4.5:** What is the sensitivity of DebtCom to the $k$ value?

4.8.1 Experimental Setup

For experimental purpose, we developed an e-commerce system, which is formed as a service composition where there are 10 abstract services connected by sequential connectors. In particular, to emulate an environment of SaaS cloud, we deployed 100 web services over 10 Docker containers and each web service exhibits the different QoS which is associated
with real-world WSDream dataset [19]. The relevant setups of the subject service systems have been shown in Table 4.1, which are the results of several runs of trial-and-error and tend to be the most reasonable settings as we observed in our experiment runs.

To emulate realistic workload for each component service, we extract the FIFA98 World Cup website trace [20] for the length of 6 hours, which forms the workload dataset. We pre-processed the first 4 hours workload trace as the samples for training the prediction model, while the remaining 2 hours workload data, which equals to 7200 seconds, is used for testing the accuracy. In DebtCom, we feed the training data into the ARFIMA, which is implemented using the arfima package in R [21]. In all experiments, the $k$, which determines how many future timesteps to be predicted, is set to 5. This means that DebtCom predicts the service debt associated with 5 timestep ahead and take it into account when deciding whether to trigger recomposition. Notably, the $k$ value of 5 is the most ideal trade-off between short-term advantages and long-term benefits, achieving the best utility as discussed within the the sensitivity analysis of DebtCom in Section 4.8.8. Note that we use a sampling interval of 1 second in our experiments.

All experiments were carried out on a machine with Intel Core i7 2.60 GHz. CPU, 8GB RAM and Windows 10.

4.8.2 Comparative Approaches

According to the literature, we compare DebtCom with three different approaches for service composition in the SaaS cloud. They are specified as follows.

- **Baseline**: We implemented a traditional service recomposition approach from the literature as the baseline [14]. In the approach, a neighborhood region of component services is predefined for each abstract services. The recomposition occurs whenever the violation of SLA has been detected, after which an exhaustive search is conducted to find the best composition plans based on different neighborhood regions, which forms a relatively small search space.
• **Passive**: Another state-of-the-art method that triggers the recomposition based upon the detection of SLA violation [104]. In this work, to achieve a fair comparison, we have applied the evolutionary optimisation approach to search the composition plans, which are equivalent to DebtCom.

• **Proactive**: This is the state-of-the-art method that triggers recomposition when the workload is predicted to cause SLA violation [89]. However, the debt model is not explicitly captured during the triggering process. Again, we use the same ARFIMA for workload prediction as DebtCom. Further, similar to Passive, the actual optimisation mechanism is also the same.

### 4.8.3 Metrics

The evaluations of DebtCom have made use of the following metrics:

- **Accuracy**: By using Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE), we assess the accuracy of the ARFIMA in DebtCom for predicting workload of component services.

- **Utility**: For all approaches, we plot the utility of service composition over all timesteps, using Equation 4.7. We show both the individual value (i.e., for each timestep) and accumulated result throughout the time series.

- **Service Debt**: We examine the service debt incurred for all timesteps by using Equation 4.4. Again, we plot both the value for each timestep and accumulated result throughout the time series.

- **Operation Cost**: We assess the resulted cost for all timesteps, using Equation 4.6. Similar to the others, we plot both the value for each timestep and accumulated result throughout the time series.

- **Running Overhead**: We evaluate the running overhead of the approaches in terms of the required running time.
4.8.4 RQ 4.1: Accuracy on Workload Prediction

To answer RQ 4.1, we plot the mean accuracy when DebtCom predicts the workload for all component services using different metrics, as shown in Table 4.2. Considering that the general workload varies between around 35 and 60 requests per second, the MAE and RMSE are in fact relatively low and thus the accuracy is acceptable. In addition, we also report on the Theil’s coefficient, which indicates a good prediction if it lies between 0 and 1; or the prediction is deemed as poor otherwise [156]. As can be seen, the resulted Theil’s coefficient is in between 0 and 1, and thereby suggesting a sufficient accuracy.

As a more detailed example, Figure 4.7 illustrates the workload trace for a selected component service. As we can see, although there are some deviations between the predicted and the actual workload, the prediction has been able to capture the general pattern of trace, e.g., the spikes between 4000 and 5000 second points. We therefore conclude that:

**Answering RQ 4.1:** The workload prediction of ARFIMA in DebtCom is sufficiently accurate, as the deviation is small and the pattern of trace can be generally captured.
Table 4.3: Identified good and bad debt

<table>
<thead>
<tr>
<th>Debt Type</th>
<th>DebtCom</th>
<th>Baseline</th>
<th>Debt Impacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Good Debts</td>
<td>1417</td>
<td>1132</td>
<td>Improving overall service utility</td>
</tr>
<tr>
<td>Total Bad Debts</td>
<td>983</td>
<td>1268</td>
<td>Degrades overall service utility</td>
</tr>
</tbody>
</table>

4.8.5 RQ 4.2: Results of DebtCom against Baseline

To investigate RQ 4.2, we compare DebtCom with the Baseline approach as discussed in Section 4.8.2. In particular, we assess their utility, service debt and operation cost for recomposing the services under the testing period of the workload.

Figure 4.8 shows the accumulated utility, service debt and operation cost of both approaches. As we can see, in contrast to Baseline, DebtCom performs significantly better on reducing the accumulated debt while keeping less accumulated operation cost. This has in turn, leading to considerably better result on the accumulated utility. Notably, the improvement of DebtCom on the utility and debt can be achieved with even less operation cost. To conduct a more detailed review, in Figure 4.9, Figure 4.10 and Figure 4.11, we illustrate the service debt, operation cost and utility measured at each timestep. It is clear to see that DebtCom outperforms Baseline on every timestep in terms of the operation cost. As for the service debt and overall utility, DebtCom is only slightly better before the point of 4000 second, because of the fact that the workload fluctuation till that point is relatively light. However, following the spike between 4000 and 5000 second points, the superiority of DebtCom becomes much more obvious, as the service debt and utility are both significantly improved for the long term. All the above evidence the ability of DebtCom to handle sudden changes, especially for making decision of whether to recompose that takes the long term benefits into account.

In Table 4.3, we compare the number of good/bad service debt achieved by DebtCom and Baseline. To achieve a fair comparison for Baseline, we assess its debt only on the
Figure 4.8: Accumulated debt, accumulated operation cost and accumulated utility achieved by DebtCom and Baseline over all timesteps.
Figure 4.9: Service debt using DebtCom and Baseline over all timesteps

Figure 4.10: Service operating cost using DebtCom and Baseline over all timesteps

Figure 4.11: Service Utility yields DebtCom and Baseline over all timesteps
timesteps that DebtCom has checked whether the current debt is good or bad, and thereby the total number of debt to be compared is equivalent. As can been seen, Baseline produce more bad debt than the good ones, i.e., 1132 against 1268; while DebtCom achieves 1417 good debt, which is around 44% more than the 983 bad debt. This is a significant improvement, as higher number of good debt implies that DebtCom requires less number of recomposition, as each composition plan is more sustainable, thanks to the awareness of debt enabled by our service debt model. To conclude, we can summarize that:

**Answering RQ 4.2:** DebtCom performs significantly better than Baseline on the utility, service debt and operation cost. The benefits cover not only the accumulated results, but also the outcome of each individual timestep. Noteworthily, the benefit of DebtCom can be produced with less cost/number of recomposition, as each composition plan is more sustainable.

### 4.8.6 RQ 4.3: Effectiveness of Workload Prediction and Debt-Aware Trigger in DebtCom against Passive and Proactive

To assess the effectiveness of workload prediction and debt-aware trigger, which are the core components in DebtCom, we compare the results between Passive and Proactive, as well as those between Proactive and DebtCom. From Figure 4.12, we see that Proactive achieves better utility with less service debt than that of Passive. This indicates that the workload prediction is indeed beneficial to the service composition. It is also obvious that DebtCom outperforms Proactive on both metrics, which proves that the debt-aware trigger, supported by the service debt model and workload prediction, create greater benefit in the long term.

When observing the result for each timestep, as shown in Figure 4.13, Figure 4.14 and Figure 4.15, similar conclusion can be drawn. In particular, the ability of prediction in Proactive makes it robust to the spike after 4000 second point, but the fact that it only
aims for short time benefit has caused a few suddenly increased debt (sudden drop on the utility). In contrast, DebtCom does not suffer such issue, thanks to the service debt model. As a result, we conclude that:
Figure 4.15: Service utility and debt achieved by DebtCom over all timesteps

**Answering RQ 4.3:** Both the workload prediction and debt-aware trigger in DebtCom are effective in reducing the service debt, leading to better utility of service composition in SaaS cloud in contrast to other approaches.

### 4.8.7 RQ 4.4: Running Overhead of DebtCom

To understand RQ 4.4, we evaluate the running overhead of the decision making process in DebtCom, including both the reasoning process of service debt and the optimisation process that find the actual composition plan. We proceed such by comparing DebtCom with Baseline. To this end, we run both approaches for 30 times and report on the running time required.

As shown in Figure 4.16, we see that DebtCom clearly runs faster than Baseline. Although the margin differs in the scale of milliseconds, it is worth noting that the need of recomposition can be rapid in service composition at SaaS cloud, which implies a matter of 10ms faster can be seen as a considerable improvement. For RQ 4.4, our answer is that:

**Answering RQ 4.4:** DebtCom runs considerably faster than Baseline when recomposing services in SaaS cloud.
4.8.8 RQ 4.5: Sensitivity of DebtCom to \( k \) Value

To answer RQ 4.5, we compare the utility and running time of DebtCom under five different \( k \) values that represent different preference between short-term advantages and long-term benefits. In particular, we repeat 120 runs for assessing running time and 7200 timesteps for the utility. The boxplots of the results are shown in Figure 4.17. As can been seen, DebtCom can be indeed sensitive to the \( k \) value, in which \( k = 5 \) tends to be the optimal setting, but neither the utility nor the running time exhibit clear monotonic trace. The results also suggest that both too small and too large \( k \) could be harmful, as they failed to gain long-term benefits and accept too much bad debt, respectively.

Clearly, although the case of \( k = 5 \) is better than the others on both metrics, their margins tend to be relatively small. Therefore, to confirm the statistical significance on the sensitivity of DebtCom to \( k \) value, we perform Kruskal Wallis test and calculate the \( \eta^2 \) as the effect size, which can be interpreted following the guidance by Tomczak and Tomczak [157]. The results reveal that the sensitivity of DebtCom to \( k \) value is statistically significant on both utility and running time, with \( p < .05 \) and non-trivial effect size. In conclusion, the answer for RQ 4.5 is that:
Figure 4.17: Sensitivity of DebtCom to $k$ values in terms of utility and running time.

**Answering RQ 4.5:** DebtCom is indeed sensitive to the $k$ value in terms of both utility and running time, with statistical significance and non-trivial effect size. In particular, both sets of sensitivity exhibits non-monotonic traces, which implies potentially complex trade-off between short-term advantages and long-term benefits.

### 4.9 Threats to Validity

*Threats to construct validity* is used to determine whether the adopted metrics can undoubtedly reflect what we aim to measure. In this paper, we set up our experiments with a broad range of metrics for evaluating different aspects of DebtCom, including accuracy, utility (e.g., generated revenue), operation cost, service debt, and running overhead.

*Threats to internal validity* can be mainly related to the value of the parameters for the DebtCom. Particularly, the setup has been designed in a way that it produces good trade-off between the quality of services composition and the recomposition overhead. Further, threats to internal validity could be related to the randomness of the results obtained from different runs. Indeed, the actual optimisation of recomposition plan is
achieved by using our prior work [23], which relies on stochastic algorithm. To mitigate such, we repeat all the experiments across different timesteps and runs. We have also assess the sensitivity of DebtCom to the \( k \) value, which determines the preference between short-/long-term benefits, based on statistical analysis and effect sizes.

Threats to external validity can be associated with the testing environment and the dataset that are used in this experiment. To improve generalization of the experimental evaluation, we developed a real-world ecommerce system as a testing environment, with up to 10 abstract service, each of which has possible 100 component services and 10 dockers. Further, DebtCom has been evaluated on the real-world WSDream dataset [19] and FIFA98 workload trace [20].

## 4.10 Summary

In this chapter, we propose a technical debt aware framework, namely DetbCom, for service recomposition in SaaS Cloud. In particular, we transform the notion of technical debt metaphor to form a new model called service debt, which fits explicitly within the context of service composition. Such a service debt model, together with time-series prediction using ARFIMA, forms a utility model based on which an algorithm is designed to make decision about when to trigger recomposition. Experiments have been conducted under a large scale service system based on real-world dataset and workload trace. The results confirm the superiority of DetbCom over the state-of-the-art, such that better overall utility can be obtained with less number of recomposition required, which implies that each composition plan becomes more sustainable.
In this chapter, we present the technical debt-aware two-level constraints reasoning approach for the long-term based component service selection in the self-adapting service composition in the SaaS cloud — the rapidly changing workload of composite application can easily cause under-/over-utilisation on the component services, which can consequently violates the SaaS provider constraints such as latency and service utilisation. Self-adaptive services composition rectifies this problem, but poses several challenges: (i) the effectiveness of adaptation can deteriorate due to over-optimistic assumptions on the latency and utilisation constraints, at both local and global levels; and (ii) the benefits brought by component service selection is often short term and is not often designed for long-term economic-driven benefits,— a natural prerequisite for sustaining the system. To tackle these issues, we propose a two levels constraint reasoning framework for sustainable self-adaptive services composition, called DATESSO. In particular, DATESSO consists of a refined formulation that differentiates the ‘strictness’ for latency/utilisation constraints in two levels. To strive for long-term benefits, DATESSO leverages the concept of technical debt and time series prediction to model the utility contribution of the component services in the composition. The approach embeds a debt-aware two level constraint reasoning algorithm in DATESSO to improve the efficiency, effectiveness and sustainability
of self-adaptive service composition. We evaluate DATESSO on an e-commerce system with a real-world WS-DREAM dataset and comparing it with other state-of-the-art approaches. The results demonstrate the superiority of DATESSO over the others on the utilisation, latency and running time whilst likely to be more sustainable.

5.1 Introduction

Service composition allows the software to be built by seamlessly composing readily available service components, each of which offers a different guarantee on Quality-of-Services (QoS), where latency can be of paramount importance [2]. Dynamically composing services is an enabling property for service-based systems (e.g., composite application) supported by Cloud, Edge, and Internet-of-Things environments. However, a known difficulty in service-based systems is the presence of rapidly changing workload, leading to under/over-utilisation on the services components [6]. At the same time, leading difficulties to satisfy the constraints imposed by SaaS provider under such dynamic changing workload. For example, the increasing workload can enhance the over-utilisation of a services component within a composite service, which in turns, would negatively affect the latency and violate the Service Level Agreement (SLA) [6, 158]. On the other hand, the decreasing workload may lead to under-utilisation of the capacity of component services that violates the service utilisation constraints. To address those issues, self-adaptation on service composition is promising, but the adaptation needs to be effective in terms of long-term based economic-driven component service selection in the composition while being efficient and render benefits over time (i.e., sustainable).

When reasoning about self-adaptation for service composition, there are often two levels of latency/utilisation constraints: the local constraint that relates to the individual constituent services and the global one for the entire service composition. Both of them are critical, as they can affect what the alternative composition plans to be searched during the adaptation [107]. However, existing work on service composition often rely on
over-optimistic assumptions, such that both local and global constraints are hard and can always be satisfied [30, 35, 107, 159, 160]. This can negatively influence the adaptation quality and efficiency, rendering lengthy reasoning process, especially when the given constraints are unrealistic/inappropriate.

To address the above challenges, we propose a framework that leverages Debt-Aware Two Levels constraint reasoning for Self-adapting service composition (hence called DATESSO). We show that DATESSO can achieve better utilisation/latency in the long term while being faster than state-of-the-art approaches, providing more sustainable self-adaptive service-based systems. In a nutshell, the major contributions of this chapter are summarized as follows:

• Instead of formalizing the constraints at both local and global levels as hard ones, we refine the global constraints as the soft ones. This has enabled us to tailor the reasoning process in self-adaptation and mitigate over-optimism.

• We propose temporal debt-aware utility, a new concept that extends from the technical debt metaphor, to model the long-term benefit of component services selection that constitute to a composition plan.

• Drawing on the above, we design an efficient two level constraint reasoning algorithm in DATESSO that is debt-aware, and utilizes the different strictness of the two level constraints to reduce the search space.

• We evaluate DATESSO on a e-commerce system whose component services are derived from the real-world WS-DREAM dataset [19] and under the FIFA98 workload trace [20]. The results show that, in contrast to state-of-the-art approach [14], DATESSO achieves better utilisation and latency while having smaller overhead, leading to more sustainable self-adaptation in service composition.
5.2 Preliminaries

5.2.1 Self-Adaptation in Service Composition

A service composition is a special software form that consists of a particular workflow of connected abstract services, denoted as \(\{a_1, a_2, \ldots, a_x\}\) [46]. Each of these abstract services can be realized by using a readily available component service selected from the Internet. Typically, there could be multiple component services to be selected, and the \(y\)th component service for the \(x\)th abstract service is denoted as \(c_{xy}\). Therefore the possible component services for the \(x\)th abstract service form a set, denoted as \(\{c_{x1}, c_{x2}, \ldots\}\), each of which has different generic latency guarantee on its capacity. For example, \(c_{xy}\) has a capacity to process 50 requests in 0.5 seconds.

In such a context, a SLA may be legally negotiated to ensure the performance of a service composition by contract. The most notable elements in the SLA are the constraints on the utilization of service capacity and the achieved latency level per request, which we will elaborate in the next section. As the workload changes, at runtime, the goal of self-adaptation for service composition is to find the composition plan, \(\{c_{11}, c_{23}, \ldots, c_{xy}\}\), that improves utilization and latency so that they satisfy all the constraints for as long as possible.

5.2.2 Constraints in Service Composition

In service composition, constraints denote the stakeholders’ expectation of the latency guarantee. Most commonly, a SLA can define these constraints by specifying the bound of the latency and utilization [160, 161]. For example, a service’s latency should not exceed 10s or the utilisation is at least 85% (or translated into 0.85). Typically, there are two levels of constraints:

- **Global constraint**: The global constraint specifies the minimum expectation of latency/utilisation for the entire service composition. It is often the most common

Figure 5.1: A running example of issues in service composition ($L$ and $T$ mean that the selected component service of an abstract service can process all $T$ requests in $L$ seconds) requirement in a service-based systems [14, 159].

- **Local constraint:** The local constraints are specified for the latency/utilisation on each abstract service\(^1\). This is important, as each abstract services can be realized by the component service from different parties; any violation of the local constraint would in fact cause severe failure in the composition, leading to an outage [159, 160].

It is worth noting that, satisfying all local constraints does not necessarily mean that the global constraint can be satisfied, since each of the constraints is documented separately [35]

### 5.2.3 Running Example

In this section, we present a simple example of service composition to explain the problems. As shown in Figure 5.1, there is a service composition in the form of sequentially connected abstract service, each of which has been realized by a particular component service. In this case, each selected component service has its own overall capacity, e.g., the selected component service for SEARCH ITEM abstract service can process all 50 requests in 0.19 seconds.

As mentioned, each abstract service, along with the entire service composition, are legally documented with separated constraints on the utilization and latency per request,

\(^1\)For latency, this constraint would be applied for each request.
as specified in the SLA [162]. Suppose that in this scenario, the local constraint of utilization and latency of each request for the abstract service Payment by Credit Card could be 0.8 and 0.18 seconds, respectively. Meanwhile, the global constraint of utilization and latency of each request for the service composition is 0.85 and 0.75 seconds, respectively. Given the changing workload, it is likely that either (or both) levels of constraint may be violated, which requires self-adaptation to replace the component services. However, there are two issues with this:

1. In this context, the different constraints are negotiated independently to each others. While it is relatively easy to find the alternative component service that satisfy the local constraints, searching for the composition plan that satisfies the global constraints is difficult, or we may not know whether one exists. As a result, existing approaches that treats both levels of constraints as hard constraints suffers the issue of being over-optimistic: they may struggle to find a satisfactory composition plan, especially under a scenario where such a plan barely exists. Further, this would completely eliminate the composition plan that may cause temporary violation of the global constraint(s), but can create much larger long-term benefits.

2. When self-adaptation is required, a possible component service and the entire composition plan may provide short-term immediate benefit in relieving constraint violation, but it is difficult to know whether such a benefit can be sustainable. In contrast, it is possible to temporarily accept a composition plan that may still violate the global constraint(s), but will generate larger benefit in the long term. Therefore, self-adapting service composition without having any guarantee on the long term can lead to frequent adaptations with merely short-term benefits, which generate unnecessary overhead.

The DATESSO proposed in this work was designed to explicitly address these two issues in self-adapting service composition.
5.3 DATESSO Overview

Figure 5.2 illustrates the overview of DATESSO. As can bee seen, there are three key stages, namely Formalization, Modeling and Reasoning, each of which is specified as follows:

1. **Formalization:** This is the very first stage in DATESSO and it relies on the *Two Levels Formalizer* component. Generally, it has two tasks at step 1: (i) formulating and recording the global/local level constraints as documented in the SLA; (ii) monitoring the service composition and informing the *Modeling* stage, along with any information of the constraints, when any violations are detected. More details are discussed in Section 5.4. Note that here, we trigger adaptation only based on local constraint violations, as we formalize the global ones as soft constraints. However, the global constraint is implicitly considered in the *Reasoning* stage.
2. **Modeling:** Once the local constraint violation has been detected, at step 2, the Workload Predictor keeps track of the historical workload on each abstract service, and provides a time-series model to be embedded with the constraint information, which together form the temporal debt-aware utility model. A detailed discussion will be presented in Section 5.5.

3. **Reasoning:** At the final stage, the utility model that is debt-aware, the two level constraints and the Service Repository with all possible component services would be exploited by the Reasoner at step 3. Specifically, we design a debt-aware two levels constraint reasoning algorithm that (i) enables more efficient processing by reducing the original search space based on the constraint information, and (ii) produces a composition plan that is likely to have the highest long-term benefit, without explicitly using global constraints as caps or thresholds. Such a composition plan would then be sent for execution (step 4). The algorithm will be illustrated in greater details at Section 5.6.

### 5.4 Two Levels Constraints with different strictness

As mentioned, we consider both local and global constraints for latency/utilisation in the Formalization stage of DATESSO. Instead of assuming hard constraint for both of them, we treat the global constraint as a soft one, which helps to mitigate the problem of being over-optimistic. The formal model and strictness of the two level constraints are discussed in the following subsections.

For each level, constraint can be related to both utilisation and latency values. The utilisation is a direct measurement of under-utilised situation, whilst the latency value reflects the problem of over-utilisation, as a too high utilisation usually means the component service is over-stressed, which results in latency degradation.
5.4.1 Hard Local Constraints

As discussed in Section 5.2, the local constraint is usually hard [69, 159], which should not be violated. This is because at the service level, any violation of the constraint would in fact cause severe failure in the workflow execution. For example, a violation of latency/utilisation caused by a workload that exceeds the capacity would simply bring the individual service down, which cause outage of the entire service composition.

Locally, for each component service \( c_{xy} \) that has a capacity to process \( T_{c_{xy}} \) requests in \( L_{c_{xy}} \) seconds, we model the normalized constraint \( (CL_{c_{xy}}) \) on the normalized actual latency of each request \( (L_{c_{xy}}) \) to be satisfied as below, both of which are within \([0,1]^{2}\):

\[
L_{c_{xy}} = \frac{L_{c_{xy}} \times W_{t,c_{xy}}}{T_{c_{xy}}} \leq CL_{c_{xy}} \tag{5.1}
\]

where \( W_{t,c_{xy}} \) is the workload for the corresponding abstract service (hence for \( c_{xy} \) too) at timestep \( t \). Likewise, the local constraint \( (CU_{c_{xy}}) \) on utilisation \( (U_{c_{xy}}) \) to be satisfied can be formulated as\(^3\):

\[
U_{c_{xy}} = \frac{L_{c_{xy}} \times W_{t,c_{xy}}}{CL_{c_{xy}} \times T_{c_{xy}}} \geq CU_{c_{xy}} \tag{5.2}
\]

Since the local constraints are hard, we say a component service as feasible if, and only if, both utilization and latency constraints are satisfied. Otherwise it is termed infeasible.

5.4.2 Soft Global Constraints

Unlike existing work that model global constraint as hard threshold, we model its soft version that can tolerate certain violation, with an aim to mitigate the issue of over-optimism. Indeed, the way of aggregating the local latency toward the global value for the entire service composition depends on the connectors, which may be sequential,

\(^2\)Normalization can be achieved by using the lower and upper bounds of possible latency values.
\(^3\)Utilization naturally sits within \([0,1]\), as any requests that go beyond the capacity would be discarded.
parallel or recursive etc. However, as shown in [163, 164], sequential connector is the most fundamental type and all other connectors can be converted into a sequential one. Therefore in this work, we focus on sequential connector in our models.

Similar to its local counterpart, for all selected component services in the entire service composition, the satisfaction on normalized global constraint \((CL_{\text{global}} \in [0, 1])\) and the normalized actual latency of each request \((L_{\text{global}} \in [0, 1])\) can be calculated by aggregating the locally achieved latency. Specifically, when all the connectors are sequential or they have been converted into sequential ones, the satisfaction of global latency can be formulated as:

\[
L_{\text{global}} = \sum_x \sum_y L_{c_{xy}} \preceq CL_{\text{global}} \tag{5.3}
\]

Likewise, the global constraint \((CU_{\text{global}})\) on utilisation \((U_{\text{global}})\) to be satisfied can be formulated as:

\[
U_{\text{global}} = \frac{1}{N} \times \sum_x \sum_y U_{c_{xy}} \succeq CU_{\text{global}} \tag{5.4}
\]

whereby \(N\) denotes the total number of abstract services. As mentioned, there is no guarantee that satisfying the local parts at component level can lead to global satisfaction. However, it is easy to see that a violation of a global constraint is contributed by some (or all) of the component services selected, even though their local constraints may have been satisfied.

### 5.5 Temporal Debt-Aware Utility Model

In the Modeling stage of DATESSO, we propose temporal debt-aware utility model, a notion derived from technical debt metaphor [7], that quantifies the long-term benefit of

\[\text{We use } \preceq \text{ to reflect the ‘soft’ nature of global constraints.}\]
component services selection that support a composition plan. To this end, we adopt the notion of principal and interest [8, 52, 144] to analyze the debt values related to a single component service selection that is feasible. Built on the concept of two level constraints and their different strictness, a debt can quantify each feasible component service’s local contribution to the overall debt at the global level over a period of time.

5.5.1 Modeling Temporal Debt Value

5.5.1.1 Principal

The principal, denoted as $P_{cxy}$, is the one-off cost of the processes on adapting a component services $c_{xy}$. It can be calculated as:

$$P_{cxy} = O_{cxy} \times C_{com}$$ (5.5)

Suppose that the searching suitable component service for adding in service composition requires an overhead of 5 seconds (denoted as $O_{cxy}$) and the execution cost of computing resource is $0.005$ per second (denoted as $C_{com}$), then it takes a principal as $5 \times 0.005 = 0.025$. Note that $P_{cxy}$ here is a normalized value in the range of $[0, 1]$, based on the lower/upper bounds of the possible execution cost and composition time. The $O_{cxy}$ can be easily known by analyzing the time for previous rounds of composition.

5.5.1.2 Accumulated interest

For searching and selecting feasible component service, we calculate the interests which can be accumulated due to continuous constraint violations. Since the local constraints are hard, there will be no interest incurred directly at this level. However, because we model the global constraints as the soft ones, any violation of a global constraint is contributed by the component services at the local level, even if the local constraint has been satisfied. In particular, according to Equation 5.3 and 5.4, over a period of time, any possible
violation of a global constraint would be contributed by all component services that have local utilization/latency worse than the global constraint, which causes potential interest. With this in mind, the accumulated interests of a component service \( c_{xy} \) between timestep \( n \) and \( m \) can be modeled as:

\[
I_{n,m,c_{xy}} = \alpha_{n,m,c_{xy}} + \beta_{n,m,c_{xy}} \tag{5.6}
\]

and

\[
\alpha_{n,m,c_{xy}} = \sum_{t=n}^{m} (CU_{global} - U_{c_{xy}}), \quad \forall t \equiv CU_{global} \geq U_{c_{xy}} \tag{5.7}
\]

\[
\beta_{n,m,c_{xy}} = \sum_{t=n}^{m} (L_{c_{xy}} - CL_{global}), \quad \forall t \equiv L_{c_{xy}} \geq CL_{global} \tag{5.8}
\]

whereby \( \equiv \) represents ‘such that’. Hence, \( \alpha_{n,m,c_{xy}} \) and \( \beta_{n,m,c_{xy}} \) consider only those timesteps between \( n \) and \( m \), at which contribution to the possible violation of a global constraint exists. In particular, these equations guarantee that \( \alpha_{n,m,c_{xy}} \geq 0 \) and \( \beta_{n,m,c_{xy}} \geq 0 \).

It is easy to know that in general, if \( \alpha_{n,m,c_{xy}} = 0 \) and \( \beta_{n,m,c_{xy}} = 0 \), which means \( c_{xy} \) does not contribute to any possible global violation at all, then the overall accumulated interest for \( c_{xy} \) over a period of time is 0. Otherwise, the interest, incurred by the contribution to the possible violation of either global utilization or latency constraint (or both), would be part of the debt. For example, when \( CU_{global} = 0.9 \) and \( CL_{global} = 0.7 \), at a particular timestep \( t \), a feasible component service has utilization and latency of \( U_{c_{23}} = 0.7 \) and \( L_{c_{23}} = 0.85 \), respectively. In this case, for any possible violation of the global utilization and latency constraint at this timestep, \( c_{23} \) would contribute a total of \( I_{t,c_{23}} = 0.9 - 0.7 + 0.85 - 0.7 = 0.35 \) interest (and thus part of the debt) to cause the violations. The overall interest over a range of timesteps would be the sum of the interest incurred by the above
5.5.1.3 Connecting debt and utility

Finally, we calculate the debt for a feasible component service between timestep \( n \) and \( m \) as:

\[
D_{n,m,c_{xy}} = P_{c_{xy}} + I_{n,m,c_{xy}}
\]

(5.9)

Since both \( P_{c_{xy}} \) and \( I_{n,m,c_{xy}} \) are normalized or naturally sit between \([0, 1]\), the numeric stability can be improved. Drawing on the above, we then be able to obtain a debt-aware utility score \( (S_{n,m,c_{xy}}) \) for \( c_{xy} \) between \( n \) and \( m \), defined as:

\[
S_{n,m,c_{xy}} = \sum_{t=n}^{m} U_{c_{xy}} - \sum_{t=n}^{m} L_{c_{xy}} - D_{n,m,c_{xy}}
\]

(5.10)

A larger \( S_{n,m,c_{xy}} \) implies that the component service \( c_{xy} \) is more likely to contribute to the satisfaction of global constraints in the long term. Here, it is clear that we will accept certain debt, as long as it can be paid back by achieving better overall utility across the timesteps considered. In this way, during the reasoning process, DATESSO is able to quantify the long-term benefit of selecting feasible component service over a range of timesteps, based on which enabling better informed reasoning.

5.5.2 Time-Series Workload Prediction

Predicatively analyzing debt is not uncommon for managing technical debt in software development [7]. Often, the fact of whether a debt can be paid off depends on the present and future values of the debt [146, 165]. This is also an equivalent and important concept in our research, and therefore we seek to predict the future workload of the component services, which in turn, enabling us to select long-term based economic-driven component
service in the self-adaptation process.

In DATESSO, we use Autoregressive Fractionally Integrated Moving Average model (ARFIMA) [166], a widely used time-series model, to predict the workload of each abstract service. It is chosen over its counterparts (e.g., ARMA) because it handles a time-series with long memory pattern well.

Accordingly, for each abstract service that is realized by a component service, we prepared the data at each time point to contain a number of observed requests, which would be used by the ARFIMA to predict the likely requests workload for a future timestep. The general expression of ARFIMA \( (p, d, q) \) for the process \( X_t \) is written as:

\[
\Phi(B)(1 - B)^d X_t = \Theta(B)\varepsilon_t \tag{5.11}
\]

where \( (1 - B)^d \) is the fractional differencing operator and the fractional number \( d \) is the memory parameter, such that \( d \in (-0.5, 0.5) \). The operator \( B \) is the backward shift operator. For this, we have \( \Phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \ldots - \phi_p B^p \) is the autoregressive polynomial of order \( p \) and \( \Phi(B) = 1 + \theta_1 B + \theta_2 B^2 + \ldots + \theta_q B^q \) is the moving average polynomial of order \( q \). \( BX_t = X_{t-1} \) and \( \varepsilon_t \) represent the white noise process.

\section*{5.6 Debt-Aware Two Levels Constraint Reasoning}

Drawing on our formalization of soft/hard constraints at two levels, along with the proposed temporal debt-aware utility model, we design a simple yet efficient reasoning algorithm for self-adapting service composition in the \textit{Reasoning} stage. In a nutshell, once violation on local constraints is detected, the algorithm has two main functions that are run in order:

1. \textbf{Identification:} In this function, we firstly identify which are the component services that violate the local constraints, as this was what triggered the adaptation.
Then, the identified infeasible component services would need to be replaced, as they also contribute to the likely violation of the global constraint(s).

2. **Search**: Once we identify the set of abstract services whose component service needs a replacement, this function works on each individual abstract service. The aim is to search for the best feasible component service for each identified abstract service, such that it satisfies the local constraint\(^5\) while having the best long-term debt-aware utility, over all timesteps up to the future timestep \(m\) (Equation 5.10). As a result, the newly selected component services would less likely to cause local/global constraint violation in the future.

Each of the key steps are discussed in details as follows.

### 5.6.1 Identifying Infeasible Component Services

As mentioned, since the constraint at local level is hard, the IDENTIFICATION function is designed to filter all the service components that are ‘working fine’. In fact, this steps is an effective way to reduce the search space, as only the problematic component services that violates the hard constraints are considered. These infeasible component services can actually contribute to the global constraint violation, if any.

The corresponding algorithmic procedure has been illustrated in Algorithm 3. As can be seen, the returned result is a set, denoted as \(S_{inf}\), that contains every abstract service (i.e., \(a_x\)) whose component service becomes infeasible at the current timestep \(n\).

### 5.6.2 Searching for the Best Long-term Debt-Aware Utility

The special design in the SEARCH function is that, instead of having to examine every combination of the service composition globally, we only search for the component services.

\(^5\)Given that the local constraint is specified at the local level, there will be at least one readily available component service to satisfy such constraint at a particular timestep, or otherwise the constraint may be too strong and needs to be relaxed.
Algorithm 3: IDENTIFICATION

1 Input:
   
   S: Set of selected component services and their abstract services at current timestep \( n \)

2 Output:
   
   \( S_{inf} \leftarrow \emptyset \): Set of abstract services whose component service needs a replacement

3 for \( \forall c_{xy} \in S \) do

4       if \( (L_{c_{xy}} > CL_{c_{xy}} \text{ or } U_{c_{xy}} < CU_{c_{xy}}) \) then

5           \( S_{inf} \leftarrow a_{x} \)

6       end

7 end

8 return \( S_{inf} \)

This is because, according to Equation 5.10, the problem of searching the highest long-term debt-aware utility (between timestep \( n \) and \( m \)) for the entire service composition can be defined as follow:

\[
\text{argmax} \sum_{x=1}^{Z} S_{n,m,c_{xy}}
\]

(5.12)

whereby \( Z \) is the total number of abstract services whose component service need a replacement. Clearly, this is a typical linear programming problem, in which achieving the best utility of the service composition is equal to finding the optimal value of each \( S_{n,m,c_{xy}} \). From Equation 5.10, we know that the best \( S_{n,m,c_{xy}} \) is solely equivalent to the highest debt-aware utility from all the feasible component services of the \( x \)th abstract service. In other words, the highest \( S_{n,m,c_{xy}} \) can be searched on each abstract service locally, in order to have the highest utility for the service composition globally. With this consideration, our reasoning algorithm decomposes the problem and reduces the search complexity from \( O(Y^X) \) (when all combinations need to be searched at the global level) down to \( O(Y \times X) \), where \( X \) is the number of problematic abstract service, each with \( Y \) feasible component services.\(^6\)

\(^6\)\( Y \) may differ for different abstract services, but in this example we assume that same as our aim is merely to intuitively illustrate the reduction of complexity.
Algorithm 4: Search

1 Input: $R_x$: The set of possible component services for the $x$th abstract service
2 $S_{inf}$: Set of abstract services whose component service needs a replacement
3 Output: $S_{optimal}$: Service composition plan with the optimal long-term debt-aware utility between current timestep $n$ and the future timestep $m$

4 for $\forall a_x \in S_{inf}$ do

5 \hspace{1em} /* $M_x$ denotes the ordered list of vectors of the feasible component services for the $x$th abstract service at every timestep from $n$ to a future timestep $m$ */
6 \hspace{1em} /* $S_{x,t}$ denotes the vector of the feasible component services for the $x$th abstract service at timestep $t$ */
7 \hspace{1em} $M_x = \{S_{x,n}, S_{x,n+1}, \ldots, S_{x,m}\}$
8 for $\forall c_{xy} \in R_x$ do
9 \hspace{2em} for $t \leftarrow n + 1$ to $m$ do
10 \hspace{3em} if $(L_{c_{xy}} \leq CL_{c_{xy}} \text{ and } U_{c_{xy}} \geq CU_{c_{xy}})$ then
11 \hspace{4em} $S_{x,t} \leftarrow c_{xy}$
12 \hspace{3em} end
13 end
14 $M \leftarrow M_x$
15 end
16 for $\forall M_x \in M$ do

17 \hspace{1em} /* According to $M_x$, the function GETLARGESTFEASIBLESTEP returns the largest timestep $m_x$ from $n$ such that there is at least one component service that satisfies the local constraint on every timestep between $n$ and $m_x$ */
18 \hspace{1em} $m_x = \text{GETLARGESTFEASIBLESTEP}(M_x)$
19 if $m_x < m$ then
20 \hspace{2em} $m = m_x$
21 end
22 end
23 for $\forall M_x \in M$ do

24 \hspace{1em} /* According to $M_x$ and the new $m$, function GETFEASIBLESERVICES returns the component services that satisfy the global constraint on every timestep between $n$ and $m$ */
25 \hspace{1em} $S_x = \text{GETFEASIBLESERVICES}(M_x, m)$
26 /* Function SEARCHUTILITY returns the component service with the highest $S_{n,m,c_{xy}}$ for $a_x$ */
27 \hspace{1em} $S_{optimal} \leftarrow \text{SEARCHUTILITY}(S_x, n, m)$
28 end
29 return $S_{optimal}$
The corresponding algorithmic procedure has been illustrated in Algorithm 4. Specifically, suppose that the $S_{inf}$ has been found by Algorithm 1, and that the current timestep is $n$ and we are interested in the debt up to a given timestep $m$ in the future, there are three important steps:

1. From line 4 to 14, for each problematic abstract service $a_x$, we firstly construct an ordered list of vectors denoted as $M_x$. Each vector in $M_x$ has a size of $m - n$ and it contains all the feasible component service for $a_x$ under every particular timestep between $n$ and $m$.

2. From line 15 to 20, for each $M_x$, we find the largest timestep $m_x$ since $n$ such that there is at least one feasible component service that satisfies the global constraint on every timestep between $n$ and $m_x$. Next, we use the smallest $m_x$ across all $M_x$ to serve as the new $m$. This process ensures that all problematic abstract services would have at least one component service which can be treated as feasible on all timesteps considered. Here, since there is at least one feasible component service for a particular timestep, the worst case would be $m = n + 1$.

3. From line 21 to 24, for each $a_x$, we find the set of feasible component services ($S_x$) that satisfy the local constraints on every timestep between $n$ and $m$. The SEARCHUTILITY function searches locally on the set $S_x$, and returns the one with the highest $S_{n,m,c_x}$ as part of the composition plan. Note that, SEARCHUTILITY can be realized by any search algorithm, e.g., exhaustive search or stochastic search like Genetic Algorithm. Since in this work the $S_x$ has been reduced to a computationally tractable size, we simply apply an exhaustive search.

As the global constraints are soft, the reasoning algorithm has never explicitly used them to act as caps or thresholds for the search (like what we did for the hard local constraints), but the global constraints, along with their potential violations contributed by the component services, are implicitly embedded in the debt-aware utility model. In this way, we aim to mitigate the problem of being over-optimism on the global constraint, while
at the same time, promoting larger chance to satisfy the global constraint in the long term.

5.7 Evaluation

To evaluate DATESSO, we design experiments to assess the performance of our technique on self-adapting service composition by means of comparing it with the state-of-the-art approaches. In particular, we aim to answer the following research questions (RQs):

- **RQ 5.1:** Can DATESSO achieve better global utilisation and latency than the state-of-the-art approaches? If so, which parts contribute to the improvement?

- **RQ 5.2:** Is DATESSO more sustainable than the state-of-the-art approaches?

- **RQ 5.3:** What is the running overhead of the reasoning process in DATESSO comparing with the others?

5.7.1 Experimental Setup

For experimental purpose, we developed an e-commerce system, which is formed as a service composition where there are 10 abstract services connected by sequential connectors. In particular, to emulate an environment of SaaS cloud, we deployed 100 web services over 10 Docker containers. All the values of latency and throughput capacity for the component services are randomly chosen from the WS-DREAM dataset [19].

To emulate realistic workload for each abstract service that is realized by a component service, we extracted the FIFA98 trace [20] for the length of 6 hours, which forms the workload dataset. Such a workload trace is used on all the different workflows of service composition. We pre-processed the first four hours of workload trace as the samples for training the time-series prediction model, while the remaining two hours of workload data, which equals to 7200 seconds, is used for testing the accuracy. In DATESSO, we feed the
Table 5.1: Parameters of the experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CL_{cxy}$: local latency constraint per request</td>
<td>0.09s</td>
</tr>
<tr>
<td>$CL_{global}$: global latency constraint per request</td>
<td>1s</td>
</tr>
<tr>
<td>$CU_{cxy}$: local utilization constraint</td>
<td>0.8</td>
</tr>
<tr>
<td>$CU_{global}$: global utilization constraint</td>
<td>0.9</td>
</tr>
<tr>
<td>$C_{com}$: cost of computing resource</td>
<td>$0.0025</td>
</tr>
<tr>
<td>$m$: future timestep $m$ from current timestep $n$</td>
<td>$n + 5$</td>
</tr>
</tbody>
</table>

training data into the ARFIMA, which is implemented using the arfima package [167] and the fdGPH function in R [149]. The values of $p$, $d$ and $q$ are also identified therein.

Table 5.1 shows the parameter settings of the SLA used in the experiments, including the executing resource of selecting a component service ($C_{com}$), the local and global constraint for latency ($CL_{cxy}$ and $CL_{global}$) and utilization ($CU_{cxy}$ and $CU_{global}$). For simplicity of exposition, we have set the same local constraint for all abstract services. All the settings above have been tailored to be reasonable throughout the experiments.

All experiments were carried out on a machine with Intel Core i7 2.60 GHz. CPU, 8GB RAM and Windows 10.

5.7.2 Comparative Approaches

To answer all the RQs, we examine the performance of DATESSO against the following approaches:

— **Two Level Hard Constraints Approach (TLHCA):** This is similar to DATESSO, which differs only on the way about how the strictness of the two levels constraints is formulated. TLHCA assumes that both local and global constraints are hard, and thereby in the reasoning algorithm (Algorithm 4), when the final composition plan violates the global constraint (for every timestep between $n$ and the newly defined $m$) then we examine whether all abstract services have been considered in this run. If not, we then return the algorithm with consideration that all the abstract services are subject to replacement; if all abstract services has been considered but
the global constraint(s) is still violated, we would have no choice but to trigger the adaptation. Here, the adaptation is triggered based on both local and global constraint violations. This approach follows the existing work [159] that makes the same formulation, and by this mean, we aim to examine the usefulness of formulating the global constraints as the soft ones.

— **Debt-Oblivious Approach (DOA):** This is a similar copy of DATESSO but without the temporal debt-aware utility model. Instead, DOA assumes the predicted utility of the aggregated latency and utilization, i.e., Equation 10 without the debt, which is then used in the reasoning algorithm to find the composition plan for self-adaptation. DOA helps us to examine the effectiveness of incorporating debt information for achieving long-term benefit in self-adaptation.

— **Region-Based Composition (RBC)** This is an implementation of a state-of-the-art approach, proposed by Lin et al. [14], that relies on regions, where for each abstract services, the component service is selected according to its region. Each of these regions are clustered based on the historical utilization and latency of the component services. Here, the adaptation is triggered based on global constraint violations only. RBC is chosen as it is one of the most widely known representative approaches for dynamic service composition.

### 5.7.3 Metrics

We leverage the following metrics to assess the results:

— **Global utilisation:** This is the value calculated by Equation 5.4 for each timestep.

— **Global latency:** This is the value calculated by Equation 5.3 for each timestep.

— **Accumulated debt:** Since the interests are accumulated, so does the debt. A lower debt means that component services, which are less likely to contribute to global constraint violation in the long term, are preferred. Therefore, we measure
the accumulated debt of the service composition from the beginning to the timestep \( t \) using:

\[
D_{1,t} = \sum_x \sum_y D_{1,t,c_{xy}} \tag{5.13}
\]

— **Sustainability score:** We measure sustainability as follows:

\[
Score_{n,m} = \frac{1}{V} \times \left( \frac{S_{n,m} - S_{\min,n,m}}{S_{\max,n,m} - S_{\min,n,m}} + 1 \right) \tag{5.14}
\]

whereby \( S_{n,m} = \sum_{x=1}^{Z} S_{n,m,c_{xy}} \); \( n = 1 \) and \( m = 7200 \); \( Z \) is the total number of abstract services; \( V \) is the total number of local and global constraint violations. \( S_{\min,n,m} \) and \( S_{\max,n,m} \) are the lower and upper value among all approaches. \( Score_{n,m} \in [0,1] \) and a higher value means that the adaptations would generate more benefits in general when mitigating each constraint violation.

— **Running time:** This is the required running time for the reasoning process to produce a composition plan.

Whenever overall results are reported, we use the pairwise version of the Kruskal Wallis test \((p < .05)\) [168] and \( \eta^2 \) value [169] to measure statistical significance and effect size, respectively.

### 5.7.4 RQ 5.1: Performance of DATESSO

Figure 5.3 and 5.4 respectively illustrate the global utilisation and latency for all approaches and timesteps. As can be seen, the comparison between DATESSO and any other three are statistically significant with large effect size. In particular, when comparing with RBC, DATESSO achieves much better utilization and latency overall, while at the same time, it has smaller variance than RBC.

To better understand which of our contributions in DATESSO enable such improvement, we firstly compare it with TLHCA and DOA. As shown in the boxplots, we see that
Figure 5.3: Global utilization yield by all approaches over 7200 timesteps (Comparisons between DATESSO and others are statistically significant ($p < .05$) and with large effect size)

Figure 5.4: Global latency yield by all approaches over 7200 timesteps (Comparisons between DATESSO and others are statistically significant ($p < .05$) and with large effect size)
DATESSO achieves much better utilization and smaller variance. For latency, DATESSO is slightly more deviated, but provides overall better result. This has proved that, in general, the formalization of two levels constraints with different strictness can help to improve self-adaptation performance. Next, we compare DATESSO with DOA, for which we see that again, DATESSO achieves generally better and more stable results on utilisation and latency. This evidences that the predicted debt model can provide more benefit than simply having a predicted model based solely on utilization and latency.

Remarkably, DATESSO achieves full satisfaction for the global constraint on latency and satisfy that of utilization for majority of the cases, which are generally superior to the other three. Therefore, for RQ 5.1, we conclude that:

**Answering RQ 5.1:** DATESSO is more effective than the state-of-the-arts in terms of the utilization and latency, with better satisfactions. Both the design of formalizing global constraints as the soft ones and the temporal debt-aware utility model have contributed to the improvement.

### 5.7.5 RQ 5.2: Sustainability of DATESSO

We now assess the sustainability of adaptation achieved by using the accumulated debt and sustainability score. Figure 5.5 shows the accumulated debt, in which we see that all approaches have accumulated debt over time. However, clearly, DATESSO results in significantly less debt than the other three approaches, suggesting that DATESSO favours component services that is less likely to contribute to global constraint violation in the long term.

Table 5.2 shows the sustainability scores for all approaches. As can been seen, despite that DATESSO and DOA have similar total number of constant violations, DATESSO has achieved the best $Score_{n,m}$ value among others. This implies that the adaptations in DATESSO would create the greatest benefit in mitigating per violation. All the above con-
Figure 5.5: Debt yield by all approaches over 7200 timesteps (Comparisons between DATESSO and others are statistically significant ($p < .05$) and with large effect size)

<table>
<thead>
<tr>
<th>Approach</th>
<th>$\sum_{x=1}^2 S_{n,m,c,x}$</th>
<th>$V$</th>
<th>$Score_{n,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATESSO</td>
<td>417.10</td>
<td>113</td>
<td>.0177</td>
</tr>
<tr>
<td>RBC</td>
<td>−3146.66</td>
<td>187</td>
<td>.0053</td>
</tr>
<tr>
<td>DOA</td>
<td>−910.61</td>
<td>102</td>
<td>.0160</td>
</tr>
<tr>
<td>TLHCA</td>
<td>−1478.67</td>
<td>133</td>
<td>.0110</td>
</tr>
</tbody>
</table>

Table 5.2: Sustainability scores

Include that:

**Answering RQ 5.2:** DATESSO is more sustainable than the other three, as it has less accumulated debt and with the highest sustainability score. This means that DATESSO favors more reliable component services in the long term, and that it offers greater benefit when dealing with each violation overall.
Figure 5.6: Running time on all approaches (Comparisons between DATESSO and others are statistically significant ($p < .05$) and with large effect size, except for DOA)

### 5.7.6 RQ 5.3: Running Time of DATESSO

Figure 5.6 illustrates the running time for all approaches. We can clearly see that RBC is the slowest due to the region based algorithm. TLHCA is the 2nd slowest because of the frequent need of replacing all component services. Since DATESSO and DOA differ only on whether having the debt calculation, they have similar running overhead ($p > .05$) but are significantly faster than the others. This is because only the problematic abstract services, along with those component services that satisfy all considered timesteps, are involved in the actual search, which reduces the search space. However, as we have shown, DATESSO offers much better performance and sustainability than DOA. In summary, we have:

**Answering RQ 5.3:** DATESSO and DOA both have similar running time, but they are faster than the other two.
5.8 Threats to Validity

Threats to construct validity can be related to the metric and evaluation methods used. To mitigate such, we use a broad range of metrics for evaluating different aspects of DATESSO, including utilization, latency and sustainability etc. To examine the effectiveness of each contribution, we have compared DATESSO with specifically designed approaches, i.e., TLHCA and DOA, in addition to a direct implementation of existing work (RBC). Further, we plot all the data points in a trace, and applied statistical test and effect size interpretation when it is difficult to show all the data points.

Threats to internal validity can be mainly related to the value of the parameters for DATESSO. Particularly, the setup has been designed in a way that it produces good trade-off between the quality and overhead. They have been shown to be reasonable following preliminary runs in our experiments. The future timestep \( m \) is also specifically tailored and the used value tends to be sufficient. However, it is worth noting that the actual future timesteps to use is updated dynamically depending on whether there is a feasible component service that satisfies all considered timesteps.

Threats to external validity can be associated with the environment and the dataset that are used in the experiment. To improve generalization, we use e-commerce system, whose data is randomly sampled from the real-world WS-Dream dataset [19], along with the FIFA98 workload trace [20].

5.9 Summary

In this chapter, we propose a debt-aware two level constraint reasoning approach, dubbed DATESSO, for self-adapting service composition. DATESSO formalizes the global constraints as the soft ones while leaving only the local ones as hard constraints. Such formalization is then used to built a temporal debt-aware utility model, supported by time-series prediction. The utility model, together with the different strictness of the two level con-
straints, enables us to design a simple yet efficient and effective reasoning algorithm in DATESSO. Experimental results demonstrate that DATESSO is more effective than state-of-the-art in terms of utilisation, latency and running time, while being about to make each self-adaptation more sustainable.
In this chapter, we revisit the research questions that were discussed in Chapter 1. We systematically review how our contributions have been addressed these research questions. Further, we review our contributions using different qualitative aspects, e.g., practical deployment and computational overhead and SaaS dynamics.

6.1 How the research questions have been addressed

6.1.1 Research Question 1

RQ1: Reviewing state-of-the-art service composition approach and identifying the research gaps in the area of economic-driven service composition in the SaaS cloud – What is the state-of-the-art service composition approaches with a particular interest in economic aspects? and what are the pending research challenges in an economic-driven service composition in the SaaS cloud?

We conduct a systematic literature review that provides a deeper understanding of the state-of-the-art service composition approach. We found that service composition has been studied and mentioned under different terms such as (i) QoS-aware; (ii) constraints-aware; (iii) SLA-aware; (iv) context-aware; (v) uncertainty-aware; (vi) economic-driven. In addition, we identified the service quality factors involved in these approaches and its
implementation techniques. Hence, we consolidated these efforts and provided a classification framework that categorizes these approaches based on the requirements imposed by end-users, service provider or the operating environment. From the SLR results, we examined that the current service composition approaches have the less adoption of an economic aspect and quite less number of research works studied in the SaaS cloud.

However, based on the SLR findings, we identified the pending challenges for exploring cutting-edge research in the multi-tenant SaaS cloud as follows (i) The lack of support to process diverse requirements (e.g., different functional and QoS requirements for the same service) submitted by multiple tenants in the SaaS cloud (ii) The lack of an economic-driven decision support at run-time for service recomposition under dynamic changing workload in the SaaS cloud; (iii) The lack of considering the different strictness of the local and global constraints for an economic-driven based long-term service selection.

6.1.2 Research Question 2

RQ2: Realising diverse functional and QoS requirements from the tenants in the SaaS cloud — how can we leverage an evolutionary algorithm to support dynamic optimisation of multi-tenant service compositions in the SaaS Cloud?

In Chapter 3, we developed a service composition engine accelerated by an evolutionary algorithm. We first modelled the multi-tenant service composition approach as a multi-objective optimisation problem with a novel encoding representation and fitness function [23]. We employed the Multi-objective Evolutionary Algorithm named MOEA/D-STM that uses our encoding representation for optimising the service composition. In particular, we design the chromosome in such a way that it dynamically splits itself into two parts (e.g., sub-chromosome) during the optimisation process. The current status of MOEA/D-STM is to support an independent execution of these chromosomes in the optimisation process and then optimise the service composition plans for two different categories of tenants; they requesting the same application with varied functional and QoS requirements. Further, we develop a service composition engine accelerated by MOEA/D-
STM algorithm. However, the service composition engine is extensible in terms of flexible services (e.g., varied number of services in the application workflow) for optimising new service composition plan.

6.1.3 Research Question 3

RQ3: Realising an economic-driven service recomposition decisions in the changing workload from the tenants in the SaaS cloud — how can we leverage the technical debt metaphor to support an economic-driven decisions for dynamic service recomposition in the SaaS Cloud? and how can the use of predictive analytics of workload improves the decision making and evaluates the service debt?

We extended the scope of technical debt metaphor in the context of service composition for making an economic-driven decisions for service recomposition in the dynamic SaaS environment [6, 24]. We presented the service debt definition, which is a transformation of the technical debt concept. Further, we posited that the technical debt could be the consequences of taking imperfect or poorly justified runtime decisions for dynamic service recomposition. These runtime decisions have produced two different types of debts in service composition, namely good debt and bad debt. The former implies that a good debt will be paid off by the time k in the future. Specifically, this can be reflected by the fact that, by time k, the debt has been made smaller or the overall service utility has been improved. The latter opposed to the good debt, bad debt is the service debt that will not be paid off by the time k in the future. That is, by time k, there is no sign of improvement on either the service debt and the overall service utility.

We presented a service debt model that used the time series forecasting method for quantifying the future service debt in the composite application execution. Further, we implemented a debt-aware trigger for recomposing the service; in which the service debt model and time series prediction serve as an integrated driver. This economic-driven approach supports controllable trade-off between short-term advantages and long-term benefits. Overall, we combined all components and developed a holistic debt-aware framework
for recomposing service in the SaaS cloud, namely DebtCom. The proposed DebtCom framework is tested on different timestamps, and the DebtCom is extensible in terms of flexible services in the composition and adjustable timestamps. Further, to the best of our knowledge, the current state of DebtCom framework is based on the integrated guideline in the algorithm; further, which is guided by the service debt and parameters values.

6.1.4 Research Question 4

**RQ4**: *Realising the strictness of soft and hard constraints on the different level of service composition* – how can a debt-aware two-levels constraints reasoning of a service selection create the long-term values in the self-adaptive service composition in the SaaS cloud?

In Chapter 5, we used a time-sensitive application case study that motivates the need for considering different strictness at the local and global level of service composition. From Chapter 4 results, we realised that the debt is a time-sensitive moving target that encouraged us to reformulate these constraints. As a result, we presented two-level constraints with different strictness, namely local constraints as hard and global constraints as soft [22]. In this scenario, the debt may be acceptably incurred at global constraints if all local constraints are satisfied in the service composition.

Further, we developed a DATESSO framework that comprises of three components at different levels in the service composition. (i) The formalizer component monitored the service composition environment. It triggered the service adaptation when any constraints violation is detected and reported all faulty component services (infeasible component services) to the next stage component (modelling component). (ii) In the modelling component, we developed a service debt model that uses the two-level constraints information and the time series forecasting method for predicting workload on the component service in the composition. (iii) Reasoner is the core component in the DATESSO framework that uses all the information provided by formalizer and modelling components. Reasoner component exploited debt-aware two-level constraints reasoning for searching
a long-term based feasible candidate service that maximises the constraints satisfaction and the service utility over \( n \) timesteps in the service composition.

6.2 Reflections on the Research

This section aims to reflect on the presented approach and its evaluation by mean of design concern of simulation environment, computational overhead and scalability.

6.2.1 Simulation Environment

In this thesis, we made our best efforts to implement an e-commerce system as an illustrative example of a simulation environment; in which our service composition approach could be examined. However, we appreciate that our evaluation is in a controlled environment instead of a real SaaS cloud environment, and it enables us to conduct repeatable free of cost experiments. We have used sequential connector in the composition for modelling the simulation environment. Therefore, further research is needed for evaluating our approach under different connectors (e.g., parallel) in the real setting of SaaS cloud environment.

Apart from that we developed a more realistic experiment using real-world WSDream dataset [19] and real workload trace (FIFA 1998 world cup trace) [20]. In particular, to emulate the SaaS cloud environment, we deployed all web services in the Docker containers they were created with the different capacities of resources (e.g., CPU and RAM). Moreover, the collected 6 hours workload trace represents a controllable amount of service demand in the simulation environment, but in the real SaaS cloud environment, such workload may have a diverse pattern over time. Although, we attempted to deliver our best for developing the simulation environment. But we appreciate that further research will be required to evaluate the effectiveness of our approach in the real setting of SaaS cloud environment.
6.2.2 Computational Overhead

The experiments may have carried some hidden computational overhead that may be generated from the docker container; in which all web services are running. Moreover, in the context of service composition, the computational overhead of our proposed approach comes from the following sources.

- Runtime estimation of service debt.
- Searching and optimising the set of web services from the service repository.
- Monitoring service composition environment.

The service debt estimation process consumes an extra computational time when compared to another state-of-the-art approach. The approach presented in Chapter 4, the computational overhead is directly linked to the predicted debt-aware decisions for service recomposition. Further, we have used different timesteps which affects the computation time for estimating service recomposition decisions. After triggering the service recomposition decision, the optimisation engine consumes the computational time for searching the entire service repository and optimising the new service composition plan by selecting suitable candidate web services from the service repository. However, the computational time mainly depends on the size of the service repository (e.g., the number of candidate services in the repository), which is presented in Chapter 3. Further, our approach presented in the Chapter 5, an extra computational time is directly linked to the monitoring of the composite service execution environment and estimating the service debt incurred by constraints violations. In nutshell, this process requires computational time for calculating the service debt and the values of the defined constraints over the service composition.

In general, the critical source of consuming computational overhead is the size of search space exposed by the service repository. We appreciate the further extension of our approach but it requires the rigorous analysis of computational overhead to reduce
the side effects (e.g., latency for the debt-aware decision) and to maximise the service utility and performance.

6.2.3 Dealing with SaaS Dynamics

In the context of self-adaptive software systems, dynamics denotes the changing conditions of the operating environment in which the software is running [170]. Our simulation environment emulates the SaaS cloud environment; in which the main dynamics is related to the uncertainty of tenants; they generate unpredictable request workload for consuming web services in the SaaS cloud. The selection of an appropriate requests workload is always a non-trivial decision for conducting a fair evaluation of an experiment [171].

We made our best efforts to use a more realistic workload in the experiment. Therefore, we decided to use the real-world workload trace (FIFA 1998 world cup trace) [20]. Our proposed framework is flexible in terms of using other requests workload, and we appreciate the further testing of our approach under diverse workload in the real setting of SaaS cloud environment.

6.3 Future Directions

In this section, we discuss the potential future directions derived from the presented research work in this thesis and other state-of-art research direction in the cloud computing environment from the technical debt perspective.

6.3.1 Exploring technical debt-aware supports for service composition in the SaaS cloud

In this thesis, we demonstrated the effectiveness of the technical debt-aware approach for creating long-term values in the service composition in SaaS cloud. In particular, we adopted the time series forecasting method for estimating the predictive service debt, which geared an economic-drive decision for generating values in the composition. Since
the underlying decision technique is equipped on the proactive method, and the debt estimation may have a hidden impact on optimising the present values in the system [147]. In this context, future research is needed to learn the past behaviour of debt for making better economic-driven decision to optimise the present value in the composition with different underlying techniques such as reinforcement learning or classical machine learning algorithms. Further, we studied run-time perspective of technical debt for the service quality attributes such as throughput, response time and service utility. However, more QoS attributes and uncertainties are associated with the service composition in SaaS cloud. Consequently, another future research direction is to explore the new methods for evaluating the technical debt on these attributes for creating an economic driven service composition in the SaaS cloud.

6.3.2 Dealing uncertainties in the SaaS cloud environment

In this thesis, we demonstrated the feasibility of our technical debt-aware service composition approach under uncertain and the dynamic SaaS cloud environment. Our technical debt-aware approach handled only service scalability and workload uncertainties; resulted from the unpredictable and dynamic changing workload on the composite service. However, the SaaS cloud environment tends to lead more uncertainties such as delayed latency, service availability, fault-tolerance, performance and failure-prone environment [12, 172]. And, most of the existing service composition approaches have dealt with design-time QoS uncertainty [13, 77, 83, 101]. We appreciate that further research will require to consider these uncertainties for developing new economic-driven service composition in the SaaS cloud environment.
6.3.3 A technical debt perspective for the selection and optimisation of cloud services/resources

This thesis shows the constructive application of technical debt metaphor in the area of service composition in the SaaS cloud. Carlos et al. [173, 174] explored the concept of technical debt for elasticity management in the cloud computing environment. In this thesis, we argued that the technical debt could be related to any situation contributing to sub-optimal execution environment such as under/over utilisation of services. This argument is valid for cloud resources and service instances. For example, the execution of Virtual Machines (VM) in the cloud data centre may encounter the problem of sub-optimal utilisation of allocated VM resources, and it requires run-time decision for VM migration. This particular situation could be the potential source of incurring technical debt in the cloud data centre. Based on this thesis’s research finding, we believe that the technical debt metaphor could be a potential technique for providing economic-driven decision-making for migrating and optimising the VM resources in the cloud data centre. We appreciate the future direction in this area, specifically investigating the potential sources of technical debt in the cloud data centre and developing Artificial Intelligence (AI) inspired new methods for handling and managing technical debt towards optimising cloud data centre.

Another potential future direction would be the technical debt-cloud instance selection in the multi-cloud environment. In the cloud data centre, it is a rear condition when a running cloud service instance uses its full capacity, and its consequences could be the sub-optimal utilisation of instance resources. In this context, how to take critical decisions on whether to use the current cloud service instance or select the new cloud service instance that maximises the service revenue over time or contributes optimal utilisation of cloud resources. We appreciate that the researchers can take advantage of technical debt metaphor and combine it with AI and Machine Learning (ML) algorithms to develop an economic-driven enabled predictive decision-making framework for cloud
instance selection in the multi-cloud environment.

6.4 Conclusion Remarks

This thesis makes a novel contribution to the field of service composition by presenting an economic-drive service composition approach based on the principle of technical debt framework. The results of our experimental evaluation present many useful insight on the effectiveness of our debt aware-approach to provide an economic-driven long-term decision for the specified problems in this thesis. In particular, the result of our debt-aware approach indicates that (i) It prepares long-term based value creation decisions in the service composition; (ii) It mitigates the imperfect run-time decisions that degrade the service utilisation; (iii) It supports long-term based economic-driven service selection decision for improving service utilisation.

We hope that adopting a technical debt framework will motivate further research in this direction. Our results will inspire future research in an economic-driven service composition for the SaaS cloud environment. Moreover, we also provided an extensive discussion on the potential future directions such as (i) revisiting an economic-driven service composition approach in the SaaS cloud and investigating the impact of hidden debt accumulated in the past. The research is needed to know the past behaviour of incurred debt using ML algorithms to optimise the present composition value; (ii) Usually, the running resources (e.g., VM or service instances) in the cloud data centre exhibit the sub-optimal utilisation of their capacities. Its consequences would be the accumulation of debt in the cloud data centre. However, the research is needed to combine the technical debt metaphor and AI & ML algorithms for developing an economic-driven predictive method. Such a method would make an informed decision on whether to use the current cloud resources or select new cloud resources for creating long-term benefits (e.g., maximum resource utilisation over time) in the cloud data centre.
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